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A B S T R A C T   

Understanding the liquid-solid phase transition mechanisms and dynamics is of boundless scientific significance, 
and holds enormous technological relevance in designing mono or polycrystalline materials with tailored mi
crostructures and property combinations. However, the atomistic mechanisms controlling these processes, and 
their associated theoretical models, remain elusive for most materials. In this article, we employ molecular 
dynamics (MD) simulations to investigate the crystal growth kinetics of a barium sulfide (BaS) semiconductor, 
used here as a model substance for which a reliable interatomic potential is available. The crystal growth ve
locities, v(T), were estimated within two temperature intervals: at shallow supercooling, where spontaneous 
nucleation could not be observed within the MD time scale, v(T) data were obtained by the embedded-seed 
method, and at deep supercooling, where spontaneous nucleation was detectable, v(T) were computed 
directly from brute-force atomistic simulations. Relevant properties of the material, including density, enthalpy, 
and the self-diffusion coefficients, were also determined as a function of temperature. The growth rate data were 
analyzed using three classical theoretical models. The results indicate that the diffusion-controlled model using 
the screw dislocation mechanism and the kinetic phase-field model accurately describe the MD-derived v(T) at 
both shallow and deep supercooling levels. However, only the diffusion-controlled theory using screw dislocation 
growth successfully captures the v(T) peak, as predicted by all crystal growth theories and observed in the 
simulations.   

1. Introduction 

The mechanisms and kinetics of first-order phase transformations are 
ubiquitous and critically important in physics, chemistry, and materials 
science. Knowledge about how crystals nucleate and grow in super
cooled liquids is fundamental for developing strategies to control the 
nano- or microstructure of materials, thereby influencing their proper
ties. This knowledge can also be used to either inhibit or promote 
crystallization as needed. Crystallization occurs as a result of a stochastic 
process, with critical nuclei emerging from a supercooled liquid (SCL), 
followed by their subsequent transformation into long-range order 
structures. 

According to the Classical Nucleation Theory (CNT), each tempera
ture below the melting point corresponds to a critical nucleus of a spe
cific size [1]. Crystal nuclei form as a result of thermal fluctuations; 
however, at shallow and moderate supercoolings, capturing their critical 
size using molecular dynamics (MD) is challenging because of their 

relatively large size and slow kinetics. In such cases, the embedded-seed 
method (ESM) [2,3] can be particularly helpful. This method circum
vents the laborious process of spontaneous nucleation by artificially 
embedding a crystalline nucleus, or seed, into the parent liquid. The 
ESM has been employed for various purposes, such as determining the 
solid/liquid interfacial free energy [2,4], the crystal nucleation barrier 
[5,6], the relationship between critical nucleus size and temperature [4, 
7], condensation, the impact of seed shape [8–10], and crystal nucle
ation rates [11,12]. 

Regarding crystal growth, which is the main objective of this work, 
most previous studies to date have explored the movement of an 
idealized planar solid/liquid interface [7,13–17]; however, only a few of 
them have investigated the crystal growth kinetics using the ESM 
through MD simulations. For example, Bording et al. [3] studied the 
velocity of the crystalline/amorphous boundary as a function of nucleus 
size in a germanium model and determined the critical nucleus size at a 
deep supercooling. Mattoni et al. [18] studied the growth of embedded 
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silicon crystallites, and showed that the growth of cylindrical grains in 
covalent materials is nonuniform. Zhou et al. [19] investigated the effect 
of the initial stress introduced by an artificially embedded seed on the 
crystallization process of aluminum. Recently, our research group has 
employed the ESM to determine the crystal growth rates in ZnSe [20] 
and analyzed the MD-derived growth velocities using two well-known 
theoretical growth models, which will be discussed later. 

At deep supercooling, where the size of the critical nucleus becomes 
nanometric and the homogenous nucleation rates become significant, 
spontaneous nucleation (SpN) can be detected within the MD time scales 
for certain systems. However, not all model systems show SpN within 
the simulation time frame. Barium sulfide (BaS) is among those model 
systems showing SpN, thus providing an excellent opportunity to derive 
crystal nucleation and growth velocities directly from the simulation. 
Moreover, a highly reliable potential has been developed for this sub
stance by our research group [21]. For these reasons, we have chosen 
this specific system for our study. The aim is to test several theoretical 
models. 

Regardless of how a liquid-solid phase transformation initiates 
(whether by ESM or SpN), the subsequent objective of kinetic studies is 
to determine the stability of the growing phase and its growth velocity as 
a function of temperature. In the context of crystal growth, two funda
mental and interrelated questions arise: What is the mode of growth or 
mechanism, and what is the growth kinetics? As evidenced by experi
ments [22], one of the distinguishing characteristics of crystal growth 
dynamics in supercooled liquids is the presence of a maximum, which is 
located somewhere between the melting and glass transition tempera
tures. According to the classical models, this peak arises as a result of the 
competition between opposing thermodynamic and diffusion-related 
effects. In the classical view of solidification theory [23,24], for atomi
cally rough interfaces, just below the melting point, where the difference 
between the crystal and liquid Gibbs free energy values is small, ΔG≪ 
kBT, the growth velocity changes linearly with changing the tempera
ture and the kinetic coefficient k, is the proportionality constant defined 
by the linear relation, 

v = k(n̂)ΔT (1)  

between the interface velocity, v, and the interface undercooling, ΔT =
Tm − T, where Tm is the melting point and T is the actual interface 
temperature, which can be higher than the average temperature of the 
bulk liquid due to the release of latent heat. The crystallization rate and 
hence k(n̂) depend on the direction n̂ normal to the interface with 
respect to a fixed set of crystal axes. Both the magnitude and anisotropy 
of k have a crucial influence on solidification. However, at significant 
undercooling levels (and corresponding high driving forces), nonline
arity emerges in the velocity-temperature behavior because of the 
decreasing diffusion coefficient, and k is not a single proportionality 
constant between v and ΔT, it depends on temperature and relates the 
growth velocity to a thermodynamic term [1 − exp(− |ΔG| /kBT)], as 
shown below [25] 

v(T) = k(T)[1 − exp( − |ΔG| / kBT)]. (2) 

As a result, a maximum is observed in the velocity vs. temperature 
curve. The linear relation is valid only when ΔG≪ kBT, where planar 
surface approximation gives a valid description of the kinetics of the 
solid/liquid interface motion. Because of experimentally attainable 
large driving forces and high growth velocities at deep supercoolings, 
care must be taken when using such approximation to analyze the 
crystallization dynamics. 

Various theories have been developed to describe the crystal growth 
mechanism and kinetic processes occurring at solid/liquid interfaces. In 
this work, we aim to test three of the most well-known models, which 
are summarized below: 

1) The Diffusion-Limited Theory (DLT) was proposed long ago by Wil
son and Frenkel [26,27]. In the DLT, particle mobility controls the 
addition rate of atoms to a growing crystal, and the kinetic coeffi
cient exhibits a strong temperature dependence, kDLT(T)∝D(T), 
where D(T) is an effective diffusion coefficient at the crystal/SCL 
interface. This model refers to a thermally activated process. The 
rearrangement of the local liquid structure, such as the reorientation 
of large organic molecules, and the breaking and rearrangement of 
bonds in network glasses are necessary for an atom to move and join 
the crystal. Consequently, there exists a kinetic barrier to crystalli
zation [14]. This model has been previously applied to different 
materials with varying success. For instance, the maximum growth 
velocities calculated using this model agree well with those obtained 
experimentally for silicate glasses [28]. The DLT model with the 
normal growth mode described the experimental growth rate data 
well over a wide undercooling range (Tg < T < Tm) of silica [29], and 
growth rates obtained by computer simulations in fcc metals such as 
Ag, Pt, Ni, and Cu, as well as in bcc metals such as Fe, Mo, V, and Ta 
[15,30]. This was also true for a wide range of temperatures in metal 
alloys, including ZrCu and NiAl [31], and NiTi [32]. However, the 
DLT model failed to accurately describe the growth rates of these 
metals below their glass transition temperatures. It also either 
underestimated or overestimated the growth rates of other pure el
ements obtained by simulations [15].  

2) The second model is the Collision-Limited Theory (CLT), which was 
proposed by Broughton, Gilmer, and Jackson to interpret crystalli
zation rates measured by MD simulations in the Lennard-Jones sys
tem [33]. In this model, the attachment of particles to the crystal 
nucleus and the ordering kinetics are controlled by the average 
thermal velocity of the particles, kBGJ(T)∝

̅̅̅
T

√
and there is no energy 

barrier to particle motion across the liquid/crystal interface, and 
thus no need to rearrange the liquid local structure for crystalliza
tion. This diffusionless growth model has also successfully explained 
the experimentally measured crystal growth velocities in various 
systems. These include colloidal systems at deep supercooling [34] 
and silver at shallow supercooling [22]. The model also aligns with 
results from simple metals such as Na [35], Co [36] and Ag, Au, Cu, 
and Ni at shallow supercoolings – specifically just before their 
growth velocities reach their maximum values [37], and also applies 
to certain alloys [38,39]. However, this model has failed to accu
rately describe the growth velocities in multicomponent alloys [31, 
40–42].  

3) The third model is known as the Phase-Field (PF) model. In this 
approach, the solid/liquid interface is treated as a region with a finite 
width, showing a gradual variation of physical quantities, which are 
referred to as phase fields or order parameters [43]. In this model, 
the phase-field parameter, φ, and its gradient flow, ∂φ

∂t , are introduced 
as independent thermodynamic variables in the Gibbs free energy 
potential, G

(
T, C, φ, ∂φ

∂t
)
, where C is the solute concentration. 

Traditional PF models, based on the hypothesis of local thermody
namic equilibrium (where ∂φ

∂t = 0), only predict the linear behavior of 
crystal growth velocity, v(T), at a small driving force, i.e., v∝ΔG. This 
prediction has been successfully tested by atomistic simulations at 
relatively low interface velocities [44]. The physical background and 
a detailed thermodynamical derivation of the phase-field equations 
can be found in review articles, such as in Ref. [43]. Galenko et al. 
[45] have recently reformulated the phase-field equations to 
consider deviations from local equilibrium in crystal growth kinetics 
[46–48]. They have successfully tested the PF model to describe 
experimental growth velocities in the Cu-Zr(-Ni) alloy [49] and on 
MD-derived data for rapidly growing crystals of Al50Ni50 [46], Fe 
[48], and Cr [50]. The model also successfully described common 
aspects of the solid/liquid interface kinetics, such as nonlinearity 
behavior in the temperature dependence of growth rates over a wide 
temperature range. The DLT of Wilson and Frenkel was not able to 
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quantitively describe v(T) in these materials. However, in a further 
test, this model failed to explain the temperature dependence of 
growth velocities in Si [50]. 

Hence, a question remains elusive: which model, if any, accurately 
describes the crystal growth rates for different substances across a wide 
temperature range? This problem certainly demands further study. 

In a previous work, we obtained the nucleation rates of BaS at 
shallow supercooling using the ESM and the CNT [51]. We extrapolated 
the data to deep supercoolings and successfully compared the CNT 
predictions with the nucleation rates obtained directly from SpN. In this 
study, we aim to move one step further and analyze the crystal growth 
mechanism and dynamics in this same material by testing the predictive 
power of the aforementioned theoretical models using physical prop
erties and kinetic data obtained directly from MD simulations. BaS was 
selected as a model material for three main reasons: (i) it is an important 
semiconductor with applications from ceramics and flame retardants to 
luminous paints and additives, and recent research has shown its po
tential technological applications in electrical and optical devices [52]; 
(ii) a reliable potential has been developed for its simulation [21]; (iii) as 
previously mentioned, BaS crystalizes spontaneously at deep super
cooling and growth velocities can be obtained directly from brute force 
MD simulations. 

The paper is organized as follows: In Section 2, we present the details 
of the simulation techniques, the pair potential, and the simulation re
sults. Section 3 is devoted to the MD results and comparing the theo
retical models. Finally, in Section 4, we sum up the paper and present a 
discussion and conclusions. 

2. MD simulations and results 

A reliable pair potential proposed by Rino [21] was used for the 
simulation of BaS. This potential consists of 4 terms: steric repulsion, 
Coulomb interactions due to charge transfer between ions, 
charge-induced dipole attractions due to the electronic polarizability of 
anions, and the Van der Waals attraction. The mathematical expression 
for this potential is given by 

V(r) =
∑N

i<j=1
Vij

(
rij
)

(3)  

V (2)
ij (r) = A

(σi + σj

r

)ηij
+

ZiZj

r
.e− r/λ −

αiZ2
j + αjZ2

i

2r4 .e− r/ξ −
Wij

r6 (4)  

where, σk is the ionic radius of each atom, A is the intensity of the steric 
repulsion, Zk is the effective charge of the ions in units of electronic 
charge, αk is the electronic polarizability, and W is the intensity of the 
Van der Waals attraction. η, λ = 4.5A∘, and ξ = 3.0A∘ stand for the ex
ponents of the steric repulsion, the screening lengths for the Coulomb, 
and charge-induced dipole interactions, respectively. The potential is 
truncated at r = rc = 7.0A∘ and shifted to zero for r > rc to ensure its 
continuity, as well as that of its first derivative, at rc. All the parameters 
of this pair potential are given in Table 1. The Nosé-Hoover thermostat 
and barostat with coupling parameter 0.01 and 0.5 were used to control 
the temperature and pressure (see Appendix A for details about tuning 

the thermostat relaxation time). Using this potential, the melting point 
of BaS was determined by the solid/liquid coexistence method which is 
Tm = 2450 ± 20 K [21]. All simulations were performed by the 
LAMMPS software [53] in NpT ensemble with a periodic boundary 
condition at zero pressure. 

2.1. Growth rates obtained from the ESM at shallow supercooling 

Our procedure for obtaining the growth rates using the ESM relies on 
finding the onset temperature of seed growth, Ton, the temperature at 
which the seed starts to grow. To find this temperature, initially a system 
containing 64,000 particles arranged in a perfect rock-salt structure and 
well equilibrated at 50 K at zero pressure. Then the thermalized crystal 
was heated to 1500K and two regions were defined inside the simulation 
box: (1) the crystalline zone, which was chosen as a spherical region of 
radii r∗ = 17, 15, 13, and 11 A∘ and (2) a melting zone, which con
tains all atoms outside the spherical region. The crystal outside the 
spherical zone was melted by increasing the temperature up to T =

3400K well above the melting point, whereas the atoms in the crystal 
zone were kept fixed at their positions at T = 1500K. After equilibrating 
the liquid atoms at T = 3400K, the liquid atoms were cooled down from 
T = 3400K to 1500K at a cooling rate of 50 K/ps, while maintaining the 
seed atoms in their fixed positions at T = 1500K . During this cooling 
step, we saved data files at intervals of 200 time steps. These files con
tained information about the positions and velocities of all particles in 
the system, enabling the simulation to be restarted at any chosen tem
perature with 10K intervals (e.g., the restart files refer to T = 3400,
3390, 3380, etc.). In the next step, the restart files were used, and the 

constraints of the seed atoms were removed. The system (liquid + seed) 
was let to evolve by time at each specific temperature under zero pres
sure to assess whether the seed grew or dissolved. This was determined 
via the time evolution of the potential energy U(t). A sharp decrease in 
potential energy indicates seed growth and the beginning of phase 
transition, whereas if U(t) increases, this means that the crystal seed 
dissolved into the SCL. Fig. 1(a), shows U(t) for two different configu
rations, both of them containing a seed with radius 17A∘, corresponding 
to 784 atoms of a total 64,000 in the simulation box. In one of them the 
inserted seed dissolves (black line) and in the other one it grows (red 
dashed line). In the ESM method we do not expect a sharp increase in 
U(t), because the radius of the inserted seed is small in comparison to the 
simulation box, hence, when the seed dissolves, it does not change the 
U(t) significantly. Because the dissolution occurs in a short time interval, 
100ps < t < 150 ps, the plot of U(t) for a longer time interval does not 

Table 1 
Set of pair potential parameters used in the MD simulation of BaS.   

Ba S  

Z(e) 1.615972 − 1.615972  
σ (A∘) 1.286 1.914 
α(A∘3) 2.5 5.9  

Ba-Ba Ba-S S-S 
A(J) 0.8441× 10− 19 0.8441× 10− 19 0.8441× 10− 19 

W(JA∘6) 0 4.9303× 10− 18 0 
η 11 9 7  

Fig. 1. Time evolution of the potential energy of the supercooled liquid con
taining a crystalline seed with radius 17A∘ at Ton = 2114 K. In curve (1) the 
potential energy decreases sharply demonstrating that the seed grows, whereas 
in curve (2) the U(t) remains approximately constant after a small increase at a 
short time interval, which indicates seed dissolution. The inset shows the time 
interval at which the U(t) increases in curve (2). 
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show that small change. In this way, we found a “candidate” for the 
onset temperature. After determining the possible onset temperature, 
because close to Ton the nucleus can grow or shrink stochastically, for 
better statistics, at some temperatures above and below Ton, we pre
formed 10 independent tests. The temperature at which the seed grew in 
more than half of the 10 experiments, and fully dissolved in the others, 
was selected as the definitive onset temperature. For T < Ton, the seed 
grew in all 10 independent configurations, whereas for T > Ton, it did 
not grow at all or grew in fewer than five configurations. This procedure 
was repeated for three other different seed sizes. Different techniques 
have been used for inserting a seed inside a supercooled liquid. For 
example, in one method a crystalline seed is inserted by replacing the 
atoms inside a sphere in the center of the simulation box, as some au
thors have done for water, Lennard–Jones, Silica, and NaCl. In this 
procedure, the seed/liquid interface acquires many unsuccessful con
figurations, and thus has a high potential energy. Hence, the interface 
must be equilibrated. In another method, which is called the persistent- 

embryo method [54], the seed is restrained from remelting by an 
external spring to constrain the embryo. As the embryo grows, the 
harmonic potential is gradually weakened and is completely removed. 
The procedure that we used in this work not only has the advantage that 
the liquid-solid interface produced has no artificial disorder but also 
decreases the effect of the difference between the density of the crys
talline seed and the parent liquid. The estimated onset temperatures for 
four seed sizes are shown in Table 2. At Ton, for those configurations that 
the seed grows, we let the system evolve for a longer time until it 
thoroughly crystalized. 

The crystal growth has been monitored from different directions. 
Fig. 2 depicts snapshots of the time evolution of the seed cross-section 
area with radius r∗ = 11A∘ at Ton = 1945K in directions (a) [100], 
(b) [110] and (c) [111] at three times = 0, 100, and 200 ps, showing 
that the seed conserves its spherical shape during growth, with 
unsignificant faceting, which is necessary for the formation of new 
layers on the previous spherical layer at each time step. 

Table 2 
Seed growth onset temperatures (Ton), and average growth velocities v(T), obtained from ESM and SpN.  

r∗(A∘) 17 15 13 11 Spontaneous nucleation 

Ton (K) ∼ 2114 ∼ 2072 ∼ 2019 ∼ 1945 1700 1600 1400 
v(T) (A∘ /ps) 0.32 0.37 0.39 0.43 0.43 0.42 0.3  

Fig. 2. Snapshots of the time evolution of the seed cross-section area with r∗ = 11A∘ at Ton = 1945K in directions (a) [100], (b) [110] and (c) [111] at three times =
0, 100, and 200 ps.
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In most materials, the crystallization velocity is dependent on the 
front orientation [20,31]. Using the Fiji software [55], we measured the 
cross-section area of the growing seed at selected intervals. These 
measurements are shown in Fig. 3 by solid lines + symbols in three 
directions [100], [110] and [111]. The growth rates in the [100] and 
[110] directions are the same, but about three times slower than in the 
[111] direction. The slopes in the [010], [001], [100], [101], and [011] 
directions, which are not shown in this figure, were also similar. These 
calculations show the crystallography direction dependence of crystal 
growth. The same growth behavior was observed in other configurations 
with varying seed sizes. 

To find the growth velocities, solid-like particles in the seed envi
ronment were identified by calculating the Steinhardt bond-order 
parameter [56,57], Sij =

∑m=+6
m=− 6q6m(i).q∗

6m(j), where q6m(i) =

1
Nb(i)

∑Nb(i)
j=1 Ylm( r→ij) is the Steinhardt parameter and q∗

6m is the complex 

conjugate of q6m. In this equation, Ylm( r→ij) represents the spherical 
harmonics, Nb(i) is the number of the nearest neighbors of atom i 
and r→ij is the vector connecting atom i with its neighbor j. If the value 

of the dot product was q6.q∗
6 > 0.5, the particle-particle association was 

considered solid-like [58]. We tested the q6 results using a set of 
different numbers of connections, Nb(i), at one temperature to find the 
most appropriate number for crystallization cases. If a particle was 
involved in more than six solid-like associations, it was considered to be 
in the seed environment. This number agrees with the coordination 
number calculated from the area under the first peak of the radial dis
tribution function [59], and is typical for the rock salt crystal structure. 
Fig. 4(a) shows the time evolution of the average number of solid-like 
atoms during the growth of inserted seed with radius r∗ = 11 A∘ at its 

onset temperature, Ton = 1945K. The seed growth process shows a 
typical sigmoidal appearance, indicating that it evolves from an initial 
slow growth (time interval Δt1), to rapid growth with constant rate (time 
interval Δt2), and finally the growth process is ceased because of the 
finite size effect (time interval Δt3). From N(t), using the crystal number 
density at Ton = 1945 K and by assuming that the cluster conserves its 
spherical shape during all growth stages, we found the time dependency 

of the nucleus radius from the relation r(t) =
(

3N(t)
4πρs

)1/3
. Fig. 4 (b) shows 

the time evolution of the seed radius. A linear fit to data in the inter
mediate time interval, Δt2, gives the nucleus growth velocity. The 
average growth velocity of the seed with r∗ = 11 A∘ over five inde
pendent configurations was v = r = 0.43 ± 0.02 A∘/ps. This procedure 
was repeated for three other seed sizes and the estemiated velocies are 
reported in Table 2. 

There are two ways to verify whether the growth velocities relate to 
the steady-state growth regime (where the slope of the v(T) remains 
constant during the time interval Δt2). First, we inserted seeds with r >
r∗ at each Ton and, by repeating the same process, we calculated the v(T)
for larger seed sizes. In this way, we discovered that the average growth 
velocities are approximately equal to the growth velocity of the critical 
seed size. For example, seeds with radii r = 13, 15, and 17 A∘ at Ton =

1945K related to r∗ = 11 A∘ grew with the average growth velocities 
v = 0.46, 0.43, and 0.45 A∘/ps, respectively. The second way is by 
simulation of a larger system. Fig. 5 shows the time evolution of solid- 
like atoms N(t) for four different system sizes containing 17, 568, 32,
768, 64, 000, and 125,000 atoms, all containing the same seed size of 
17A∘. As demonstrated in this figure, for the smallest system size, seed 

Fig. 3. Time evolution of the seed cross-section area in different crystallo
graphic directions for the same selected configuration. The growth velocities 
are equal in the [100] and [110] directions but about three times slower than in 
the [111] direction. 

Fig. 4. (a) Time evolution of the number of solid-like atoms in the system containing a seed with initial radius r∗ = 11 A∘ at its onset temperature Ton = 1945K; (b) 
time evolution of the radius of the seed calculated from N(t) and the crystal density. 

Fig. 5. Time evolution of solid-like atoms for four different system sizes all 
containing the same seed size of 17A∘. For the smallest system size, seed growth 
is halted by its periodic image immediately after entering the steady-state 
growth regime (black solid line). Increasing the system size makes the steady- 
state stage of crystal growth related to time interval Δt2 distinguishable from 
the two other stages. 

L. Separdar et al.                                                                                                                                                                                                                               



Acta Materialia 267 (2024) 119716

6

growth is halted by its periodic image immediately after entering the 
steady-state growth regime (black solid line). Doubling the system size 
from 17,568 to 32,768 atoms renders the steady-state stage of crystal 
growth distinguishable from the two other stages. However, for better 
statistics and more reliable results, we doubled this system size again to 
64,000 atoms and then to 125,000 atoms. These changes did not alter 
the growth velocity. As it can be seen in Fig. 5, the slope of the system 
containing 125,000 atoms is the same as for the system containing 
64,000 atoms. The radial growth velocity was determined by a linear fit 
to the data in this intermediate regime. This confirmed that the 
computed growth velocities had reached to their size-independent 
growth regime. 

2.2. Spontaneous nucleation and crystal growth at deep supercoolings 

In a previous work addressing nucleation kinetics, we showed that 
BaS spontaneously crystalizes at temperatures below T = 1700K [51]. 
To obtain the growth velocities directly from the simulations using 
spontaneous crystallization, we let the supercooled BaS, without 
inserting a seed, evolve for more than 1.5 ns at three temperatures: T =
1700, 1600, and 1400K, and then counted the number of solid-like 
atoms via the Steinhardt bond-order parameter, as explained in Sec
tion 2.1. In spontaneous nucleation, more than one nucleus could form 
within the simulation box and, during the growth procedure, they could 
overlap to form unusually large crystalline clusters. In this case, the 
Radius versus Time plot would not be linear and show some noticeable 
kinks when the clusters overlapped. In our study, the growth velocity 
within the spontaneous nucleation region was obtained directly from the 
number of solid-like atoms, and then related to the one-dimensional 
growth via the number density relation ρs = N(t)/V(t), where V(t) is 
the time evolution of crystalline volume at each temperature. No kinks 
were observed in our plots. The results are reported in Table 2. 

2.3. Growth rates of the seeds with a specific radius at T < Ton 

To determine the temperature dependence of v(T), using the seeding 
method, we applied another procedure, as used in some previous MD 
studies [19]. In this procedure, after identifying the onset temperature, a 
seed of the same size was introduced into a SCL at several temperatures 
lower than its onset temperature. The growth velocities were then 
determined at T < Ton. The difference between this procedure and that 
explained in Section 2.1 is that in the later the growth velocities of the 
seeds with different radii were determined at their corresponding onset 
temperatures, but here the growth rate of one given seed with a specific 
radius was obtained at T < Ton. We also applied this method and found 
the v(T) for the radii of two seeds r∗ = 11 and 17A∘. The seed with 
radius r = 17A∘ and Ton = 2114K was inserted into the SCL at temper
atures T = 2000, 1950, 1900, 1850, 1800, 1700K while the seed 
with radius r = 11 A∘ and Ton = 1945K was introduce into the SCL at 
temperatures T = 1900, 1850, 1800, 1700K. We used these set of data 
points to validate the theoretical fitting. With this procedure, we 
discovered that the growth rates of seeds with radii r = 11 and 17 A∘ at 
T = 1700K are equal to the one obtained from SpN. This finding further 
confirms that the calculated v(T) values are associated with the 
size-independent growth regime. In Section 3, we briefly review three 
theoretical models introduced in Section 1, i.e., DLT, CLT and PF. Then 
the MD-derived growth velocities are fitted with their relevant 
formalism to find which model most accurately describes the growth 
kinetics throughout the temperature range. 

3. The theoretical models and their predictions 

In the kinetic theories of crystal growth, the race between two atomic 
fluxes at the solid/liquid interface one flux from the liquid to a crystal 
with rate v+ and the second from a crystal to the liquid with rate v−

results in the non-zero interface velocity. The growth rate can be written 

in the form [60,61]: 

v(T) = v+ − v− = k(T)[1 − exp( − |ΔG| / kBT)], (5)  

where, k(T) is the rate at which atoms or molecules join the crystal, kB is 
the Boltzmann constant, ΔG = Gcry(T) − Gliq(T) is the Gibbs free energy 
change, which is negative in solidification. For the analytical estimates, 
we express the thermodynamic driving force in its widely used form 
[25], 

ΔG = Δhm
(Tm − T)

Tm
(6)  

where, Δhm is the difference in the enthalpy of the crystal and liquid at 
the melting point (heat of melting). For BaS, this value is 0.296 ev/atom 
[51]. At deep supercoolings, the thermodynamic factor, [1 − exp( −
|ΔG| /kBT)], approaches the unity, whereas the kinetic factor, k(T), 
increasingly slows as the temperature drops. Determining this kinetic 
term is a necessary but challenging component to test growth theories. 
Based on the relationship between the thermodynamic and kinetic 
terms, different theoretical models have been proposed to describe the 
crystal growth mechanism and dynamics. 

Since crystal growth kinetics in BaS were investigated up to an 
undercooling of ΔT = 1100 K, a regime where temporal relaxation 
processes are known to occur, we investigated the potential influence of 
relaxation on growth dynamics. Eq. (5), used to model growth, does not 
account for relaxation effects. Therefore, we compared the characteristic 
times for growth with structural relaxation times across the studied 
undercooling range. Our analysis demonstrates that structural relaxa
tion in BaS significantly precedes crystal growth (details in Appendix B). 
This finding indicates that SCL relaxation does not directly influence 
crystal growth rates in BaS in this temperature range. 

3.1. Prediction of the Diffusion-Limited Theory (DLT) 

The DLT, formulated by Wilson and Frenkel [26,27], relates the ki
netic coefficient, k(T), to a frequency of the order of the Debye fre
quency, times a Boltzmann factor, exp( − EA/kBT), where EA is an 
activation energy associated with the mobility of the atoms or molecules 
across the liquid/crystal interface. Wilson associated this activation 
energy with the diffusion process in the liquid, which can be written as: 

D(T) = D0exp
(

−
EA

T

)

(7) 

Hence, 

kDLT(T)=
fCLD(T)

λ2 where

⎧
⎪⎨

⎪⎩

f ≈ constant ≈ 1.0 Normal growth mode

f ≅
(Tm − T)

2πTm
Screw Dislocation growth mode,

(8)  

here λ is the jump distance or displacement during crystallization, which 
is proportional to the lattice parameter, L, and can be related to the 
position of the first peak in the radial distribution function and C is the 
rate of addition of layers per diffusion time after factoring the reverse 
process contribution to the dynamics. This unitless parameter C is ob
tained from fitting. The crystallographic dependence of growth velocity 
is reflected into the theory through the lattice parameter L. f is the 
density of preferred growth sites at the solid/SCL interface, and its value 
depends on the mode of growth. In the “Normal or Continuous” mode of 
growth, which is supposed to take place on atomically rough crystal 
interfaces, there is no difficulty in forming new layers, f ≈ constant ≈
1.0, and independent of the undercooling. Whereas in the “Screw 
Dislocation” mode, the density of available growth sites depends on the 
number density of screw dislocations on the growing crystal surface, 
hence f depends on the undercooling [62]. In this case, f << 1 on the 
crystal surface, and is given approximately by the Uhlmann expression, 
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f ≅
(Tm − T)
2πTm 

[63,64]. 
When the solid/SCL interface is defect-free, there is another mech

anism, referred to as 2D or Secondary Surface Nucleated growth model 
[65], which will not be further discussed here because it is quite rare in 
inorganic materials, most of their crystals have surface defects. 

To apply the DLT, we first obtained the diffusion coefficients, D(T), 
using the mean-square displacements via the Einstein relation, 〈r2(t)〉 =

6Dt, for the two elements, Ba and S, in the 1400 K < T < 2100K 
temperature range. The resulting diffusion coefficients were fitted using 
the Arrhenius Eq. (7), down to T = 1700K. The activation free energies 
were EA = 0.66 eV for Ba and EA = 0.72eV for S. The pre-exponential 
factors were D0 = 16.04 A∘2/ps for Ba and D0 = 19.6A∘2/ps for S. 
Fig. 6 shows the Arrhenius plot of the simulated translational diffusion 
coefficient, D(T). The dashed line shows the fit to the average diffusion 
coefficient, Davg = (DBa +DS)/2, according to Eq. (7). A breakdown from 
Arrhenius behavior occurs below T = 1650K, where the SCL crystal
lizes immediately on the cooling path. This breakdown indicates “dy
namic heterogeneity” within the system, which is indeed a characteristic 
property of fragile liquids. To determine the factor C, using Eqs. (5) and 
(8), we rescaled the growth velocity as 

v(T)λ2/fLD(T) = C[1 − exp(− ΔG / kBT)]. (9)  

substituting the values of v, λ = 3.1A∘(the position of the first peak of the 
radial distribution function of the Ba-S pairs), the Davg at each temper
ature, and the ΔG from Eq. (6), we plotted v(T)λ2/LD(T) as a function of 
[1 − exp(− ΔG /kBT)] for the Normal mode of growth, (see Fig. 7(a)). A 
linear relationship was observed, demonstrating that the expression 
presented in Eq. (9) had indeed successfully captured it. The values of C 
are 20.62, when only data obtained from the ESM are used, and 32.86,
when all data points related to both ESM and SpN are used. Having 
attained the temperature dependence of D and C, we extrapolated the 
data toward deep supercooling, which is depicted by the red and green 
dashed lines in Fig. 7 (b), for each data set used for fitting. The same 
procedure was carried out for the DLT assuming a screw dislocation 

Fig. 6. Arrhenius plot of the simulated translational diffusion coefficient, D(T), 
obtained from the mean squared displacements via the Einstein relation. The 
dashed line refers to a fit according to the Arrhenius expression (Eq. (7)) to the 
average diffusion coefficients. The data depart from the Arrhenius line for T 
< 1650 K, where the SCL crystallizes directly on the cooling path. 

Fig. 7. (a) Reduced growth rates as described in the text (Eq. (9)) considering the “Normal” mode of growth, f ≈ constant ≈ 1.0. (b) Temperature dependence of the 
average crystal growth rate. In both figures, the black circles correspond to data obtained from the ESM at low supercoolings, whereas the green squares refer to the 
average growth velocity obtained from SpN at deep supercoolings. The green and red dashed lines correspond to fittings and extrapolations of v(T) using Eqs. (5)–(8) 
with the “Normal” growth mode. The red and blue symbols refer to the growth velocities of seeds with radii r = 11 and 17 A∘, respectively, at temperatures below 
their onset temperature, Ton. 

Fig. 8. (a) Reduced growth rates as described in the text (Eq. (9)) considering the “Screw Dislocation” mode of growth, f << 1. (b) Temperature dependence of the 
average crystal growth velocities. The data points are explained in the caption of Fig. 7. The green and red dashed lines refer to fittings and extrapolations of v(T)
using Eqs. (5) and (8) with the “Screw Dislocation” growth model. 
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mode of growth, with the difference that we considered the temperature 
dependency of the parameter f . The results of the fits are shown in Fig. 8  
(a) and (b). A comparison between Figs. 7 (b) and 8 (b) reveals that the 
DLT using the screw dislocation mode of growth describes the temper
ature dependency of the growth rates more accurately. Here we add data 
obtained from growing a seed with a given size at temperatures lower 
than its onset temperature, as described in Section 2.3. These data are 
represented by the red and blue circles in Fig. 7 (b) and 8 (b). As can be 
observed, the DLT using the screw dislocation mode of growth, ac
commodates these data points and predicts the melting point obtained in 
our previous work using the two-phase coexistence method [21]. 

As mentioned in the Introduction, a maximum in v(T) is often 
observed in experiments [22], which is a consequence of the competi
tion between the opposing thermodynamic and kinetic dependence on 
temperature. For most substances, this maximum occurs in a tempera
ture range between the melting point and the glass transition: at 
(0.90 − 0.98)Tm for oxide glass-formers and at (0.6 − 0.8)Tm for metals 
[66]. Figs. 7 (b) and 8 (b) show that the maximum predicted by the DLT 
occurs around Tvmax = 0.73 Tm, which is above the BaS glass transition 
temperature, Tg = 0.5Tm [59] for the particular cooling rate used here. 
For a diversity of glass-forming systems: Tvmax

Tg
= 1.48 ± 0.15 [67]. For 

BaS, this value is quite close: Tvmax
Tg

= 1.54 ± 0.02. 

3.2. Prediction of the Collision-Limited Theory (CLT) 

According to the CLT [33], the kinetic coefficient is governed by the 
thermal velocity of particles as 

kCLT(T) =
fCL

λ

̅̅̅̅̅̅̅̅̅̅
3kBT

m

√

, (10)  

where, m is the particle mass. Using Eqs. (5) and (10), in the framework 
of the CLT, the rescaled velocity is 

λv(T)

Lf
̅̅̅̅̅̅̅
3kBT

m

√ = C[1 − exp(− ΔG / kBT)]. (11) 

Fig. 9(a) shows the rescaled velocity vs. [1 − exp(− ΔG /kBT)]
considering f ≈ 1. The linear relation shows that this setting is also able 
to describe the growth rates obtained from the seeding method at 
shallow supercooling. A linear fit to the data provides the factor C. The 
value of C, obtained from the slope in Fig. 9(a), is 13.485. Having 
determined C, we extrapolated the expression to account for deep 
supercooling, as indicated by the black dashed line in Fig. 9(b). At 
shallow supercooling or small driving force, there seems to be no sig
nificant difference between the DLT and CLT expressions. This is 
consistent with previous findings from studies on the crystal growth 
mechanism in the ZnSe semiconductor [20]. However, the distinction 

between these two theoretical models becomes more pronounce at 
deeper supercooling. As illustrated in Fig. 9(b), the growth velocity 
predicted by this theory increases monotonically up to Tvmax = 0.45 Tm 

(black dashed line), which is less than Tg = 0.5 Tm. Considering the 
temperature dependence of parameter f , we carried out the same pro
cedure using the MD-data obtained from: (i) seeding method (Fig. 9(b), 
green dashed line) and (ii) both seeding and SpN data points (Fig. 9(b), 
red dashed line). The fit lines based on the CLT do not align with the 
MD-derived data obtained from SpN or the data obtained in Section 2.3, 
shown by red and blue circles. 

3.3. Phase field model 

The PF model is used as a theoretical and computational tool to 
predict the evolution of arbitrary morphologies and complex micro
structures in materials. In this method, the solid/liquid interface is not 
sharp and has a finite width. Physical quantities, such as density 
(referred to as phase fields or order parameters, φ), gradually vary across 
the liquid/crystal interface [43]. In this approach, the Gibbs free energy 
is a function of both φ and its gradient dφ

dt . A traditional PF model based 
on the hypothesis of local thermodynamic equilibrium, ∂φ

∂t = 0, only 
predicted the linear behavior of v(T) at a small driving force, and was 
successfully tested by atomistic simulations at a relatively low interface 
velocity [44]. However, experimental results show that large driving 
forces can be reached in laboratory, leading to fast solidification rates ≥
10m/s [68]. Diffusion speeds in metallic alloys and 
semiconductor-based alloys are in the 1 − 10 m/s and 0.01 − 0.1 m/s 
ranges, respectively. Galenko et al. [48] recently reformulated the ki
netic PF model relying on the fact that the solid/liquid interface may 
have velocities of the order as, or even exceeding, the diffusion speed in 
bulk phases [45]. This suggests the transformation will be diffusionless, 
which introduces nonlinearity in the behavior of crystal growth velocity 
as a function of undercooling. They considered deviations from local 
equilibrium in growth kinetics of crystals and adjusted the PF equations 
to include the first and second derivatives of the order parameter with 
respect to time. As a result, they derived the associated kinetics equa
tions, proposed a traveling wave solution for these equations, and 
accounted for nonlinearities in the crystal growth kinetics. Based on 
their formalism, the interface velocity in the steady-state regime, as a 
function of undercooling (ΔT), is described as 

v =
Dϕ(ΔT)ΔG(ΔT)

γ
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1 +
[
Dϕ(ΔT)ΔG(ΔT)

/
γvϕ

]2
√ (12)  

and is limited by a maximum speed 

vϕ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

Dϕ(ΔT)
/

τϕ

√

(13) 

Fig. 9. (a) Reduced growth velocity vs. thermodynamic term obtained from Eq. (11). The red line shows the linear fit. (b) Temperature dependence of the average 
crystal growth velocities in supercooled BaS. Details of the data points were given in the caption of Fig. 7. The dashed lines refer to fittings and extrapolations of v(T)
using Eqs. (5) and (11) with both normal (black dashed line) and the “Screw Dislocation” growth model (green and red dashed lines). 
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Here, Dϕ is the diffusion coefficient of the PF, γ is the interfacial free 
energy, τϕ is the relaxation time of gradient flow, which is taken as a 
constant and independent of temperature. Dϕ is given by 

Dϕ = D0
ϕexp

⎛

⎜
⎝

− EA
kB

Tm − TA − ΔT

⎞

⎟
⎠ (14)  

where, D0
ϕ, the diffusion factor of the PF, the energetic barrier, EA

kB
, the 

pseudo-glass temperature TA, and τϕ, are obtained from fitting. Fitting 
the data required previous knowledge of some material properties, such 
as Tm, γ, and heat of melting, which were determined in a previous work 
by our research group [51]. The values of the fitting parameters are 
presented in Table 3. Fig. 10 shows the PF model’s fit over the 
MD-derived data points. The PF model accurately fits the ESM and SpN 
data points. This model seems to agree with the DLT when assuming a 
screw dislocation mode of growth. However, its accuracy is called into 
question when we add the data obtained from growing a seed with a 
given size at temperatures lower than its onset temperature, as described 
in Section 2.3. These data are represented by the red and blue circles in 
Fig. 10. 

We also investigated indirectly the nature of the interface between 
the crystal and the SCL based on Jackson’s criterion [64]. This criterion 
indicates that when the ratio of the crystal melting entropy (ΔSm) to the 
melting temperature (Tm) is less than 2 times the gas constant (R), the 
crystal/liquid interface tends to be rough on an atomic scale (f ∼ 1), 
facilitating atomic capture by the growing crystal and layer initiation. 
Conversely, an interface with ΔSm exceeding 2R might be smoother but 
potentially have some screw dislocations. For BaS, ΔSm falls around 1.2 
× 10− 4, which is close to 2R (1.7 × 10− 4). Consequently, solely based 
on Jackson’s criterion, we cannot definitively conclude whether the BaS 
interface is rough or smooth. 

Although visualizing screw dislocations in growing crystals using 
programs like OVITO and VMD was not possible, calculating the Burgers 
vector [69], (beyond the scope of this study) could potentially confirm 
their presence. However, based on the comprehensive analysis of crystal 
growth dynamics and the remarkable agreement between our MD 

simulations and actual growth rates across a range of temperatures, we 
propose that a screw dislocation mediated growth mechanism best ex
plains the observed behavior. While not a universal phenomenon, screw 
dislocation growth is a frequently observed mechanism, and in our case, 
it provides the most convincing explanation for the dynamics observed a 
posteriori. 

4. Summary and conclusions 

We investigated crystal growth in supercooled BaS by molecular 
dynamics simulations. The crystal growth velocities were obtained in a 
wide temperature range between the melting point and the glass tran
sition temperature, T = 1400 − 2100 K. At shallow supercooling, we 
used the embedded-seed method and estimated the growth velocities of 
four seed sizes with radii r∗ = 17, 15, 13, and 11 A∘ at their onset 
temperatures Ton ∼ 2114, 2072, 2019, and 1945, respectively. At deep 
supercooling levels, where spontaneous nucleation could be detected, 
we computed the growth rates directly from time evolution of the 
number of solid-like atoms at three temperatures T = 1700, 1600 and 
1400K. The crucial question was: which model, if any, accurately de
scribes the crystal growth rates for different substances across a wide 
temperature range? 

The results indicate that in the high temperature regime, the growth 
velocity increases linearly as temperature decreases. At deep under
cooling, v(T) reaches a maximum. This peak is a well-known charac
teristic of growth velocity curves that has been observed experimentally 
and through simulations in other systems. For BaS, this peak occurs at 
0.73Tm, which is significantly higher than its estimated glass transition 
temperature, Tg = 0.5 Tm, for the studied cooling rate, 50K/ps [59]. 

Three different models (DLT, CLT, and kinetic PF) were evaluated 
against the MD-derived data to determine which one describes the BaS 
crystal growth velocities most accurately. Both the CLT, regarding the 
temperature dependence of the factor f in Eq. (8), and the kinetic PF 
model fit the MD-derived data well; however, they failed to accurately 
capture the maximum velocity and also misrepresented additional ve
locities obtained from other procedures, as outlined in Section 2.3. The 
results reveal that the DLT, with the Screw Dislocation mode of growth, 
best fits the MD data. This model also accurately captured the temper
ature of the maximum. Moreover, extrapolation via the DLT predicts the 
melting point of BaS, agreeing well with the Tm independently deter
mined using the two-phase coexistence method. 
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Table 3 
Properties of BaS used to calculate the traveling wave velocity of the phase field.  

Tm(K) γ (J.m− 2) ΔHm (J.m− 2) D0ϕ(m2/s) τϕ (s) TA(K) EA/kB(K)

2450 0.157 4.74× 1010 0.00003527 4.818× 10− 7 1200 250.61645  

Fig. 10. Average crystal growth velocities in supercooled BaS obatined by the 
ESM (black circles) and SpN (green squares) vs. interface temperature, and 
fitted curve based on the PF formalism. Details of the data points were given in 
the caption of Fig. 7. 
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Appendix 

A: Tuning the thermostat relaxation time 

Tuning the coupling parameter of the thermostat in the growth simulations is very important and its selection could potentially impact growth 
velocities, particularly when it is excessively high. During our earlier study in calculations of equilibrium properties of this system, such as density, 
vibrational density of states, heat capacity as a function of temperature, melting and recrystallization, and structural phase transformation induced by 
pressure reported in Ref. [21], the thermostat and barostat relaxation times were set to 0.1 and 0.5, respectively, allowing the temperature and 
pressure to relax every 100- and 500-time steps, respectively, with each time step being 0.001 ps. Because crystallization is an exothermic process, 
using the same thermostate relaxation time led to a temperature spike at the solid/SCL interface as shown in Fig. A. This figure shows temperature 
spike coinciding with seed growth due to the released latent heat during crystallization when the thermostat relaxation time was set to 0.1. The same 
behavior was observed during spontaneous nucleation. The maximum interface temperature obtained from MD is ΔTin ∼ 5K related to the growth of 
seed with radius r∗ = 11A∘. In this situation we should take into account this spike by increasing the thermostat set temperature with this amount of 
spike, i.e. Ton = Tthermostat + spike = 1945 K. Otherwise, we should change the thermostat relaxation time to remove this spike, as we have done in our 
study by setting the thermostat relaxation time to 0.01. Decreasing the thermostat relaxation time (Tdamp) from 0.1 to 0.005 significantly reduces the 
temperature spike, as illustrated in Fig. B. It should be emphasized that in our system, because the temperature spike was small, ∼ 5 K, changing the 
Tdamp was the best way to remove it, whereas in systems with higher temperature spike values, such as 20 K as reported by Monke et al. in their study 
on the growth mechanism in pure Ni [70], such spikes can significantly affect kinetic coefficients and growth velocities. They attempted to remove this 
by applying layered thermostat method.

Fig. A. Temperature spike coinciding with seed growth when the thermostat relaxation time was set to 0.1.  

Fig. B. Reducing the temperature spike by decreasing the thermostat relaxation time (Tdamp) from 0.1 to 0.005.  

B: Comparison of atomic flux on the crystal interface and the structural relaxation time 

Fig. C shows the relationship between SCL relaxation and crystal growth kinetics in BaS. The times of atomic flux on the crystal interface (average 
time to grow one atomic layer, 〈t〉), were calculated using the growth velocities obtained from our MD simulations that are reported in Table 2, and the 
equation: 

〈t〉 = λ / v(T),

where, λ = 3.1A∘ is the jump distance, which is related to the position of the first peak of the radial distribution function of the Ba-S pairs. The 
structural relaxation times reported in our previous work utilizing the same interaction potential [71], were obtained from the intermediate scattering 
function: 
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Fs(q, t) = Fs(q)exp

[

−

(
t

τα

)β
]

,

where, τα is the characteristic structural relaxation time, and β is the stretched exponent. They were obtained as fitting parameters to a Fs versus time 
plot. The average relaxation time, τR(T), is related to the characteristic relaxation time as follows: 

τR (T) =
τα(T)
β(T)

Γ
(

1
β(T)

)

,

where, Γ is the gamma function, τα(T) = (< τα,Ba > +〈τα,S〉)/2 and β(T) = (< βBa > + 〈βS〉)/2. By comparing the relaxation times from our earlier 
study with the reported growth step times in this work, we found that SCL relaxation significantly precedes crystal growth. This observation dem
onstrates that SCL relaxation does not directly influence the crystal growth dynamics in BaS in the focused temperature range.

Fig. C. Average structural relaxation time (black) versus average time step for growth (red).  
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