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A B S T R A C T   

Crystallization is a vital process in nature and technology; however, the detailed microscopic mechanisms of 
crystal nucleation and growth in most materials and the associated theoretical models are still elusive. In this 
work, we applied molecular dynamics (MD) simulations of spontaneous and seeded growth to infer the crys-
tallization kinetics in supercooled zinc selenide (ZnSe) liquid - used as a model material for which an excellent 
interatomic potential already exists. ZnSe is a type II-VI semiconductor with a wide bandgap. We determined the 
growth velocity, υ(T), in a range of temperatures and the structural evolution of both inserted and spontaneously 
formed nuclei. By determining υ(T) at shallow supercooling using the seeding method and extrapolating towards 
deep supercooling, where spontaneous nucleation and growth could also be detected by MD, we showed that the 
most probable growth mechanism in ZnSe and the related theoretical model is the Normal Growth (N-model). We 
also followed the growth kinetics dependency on the crystallographic orientation. The structure of the final 
crystal in both approaches, seeded and spontaneous growth, at different supercoolings, is a mixture of the two 
most stable phases of this material: zinc blende and wurtzite, with predominance of the latter. These results shed 
light on unknown aspects of crystal growth in this important supercooled liquid and indicate the best theoretical 
model (N-model), which could be further tested for other materials using the proposed approach - MD simula-
tions of seeded combined with spontaneous crystallization.   

1. Introduction 

Crystal nucleation and growth are fundamental natural processes (e. 
g., snow and mineral formation), and central phenomena in technolo-
gies (e.g., metal solidification, single crystal synthesis, and glass-
–ceramic synthesis). Great effort has been made to study the 
fundamentals of crystal nucleation and growth in supercooled liquids 
(SCLs), with the overall aim of understanding the process and improving 
the control over the structure and resulting properties of single and 
polycrystalline materials produced from controlled crystallization (sin-
gle crystals, metal alloys, and glass-ceramics). Crystal nucleation relies 
on the emergence of a critical nucleus from a SCL that enables other 
atoms or molecules to join the system, starting the second stage - crystal 
growth. 

The growth kinetics of the crystalline nuclei precipitated inside a SCL 
have been studied in different types of materials, for example, experi-
mentally in metal alloys [1,2,3], silicate glass-formers [4,5] and zeolites 
[6], and by computer simulations in ZrCu [7], Si [8], and water [9]. 

In the kinetic theory of crystal growth, the growth rate is expressed 
as the difference between the rate of molecular or atomic addition and 
subtraction to a crystal. According to classical theories, the growth rate 
can be separated into thermodynamic and kinetic terms. In deeply SCLs, 
the thermodynamic factor becomes constant and approaches unity, 
whereas the kinetic factor becomes increasingly slower as the temper-
ature drops. Hence, determining this kinetic term is a necessary but 
challenging component to test growth theories. Based on the relation-
ship between the thermodynamic and kinetic terms, two main theoret-
ical models have been proposed to describe the crystal growth 
mechanism and dynamics. In the first model, which was proposed by 
Wilson [10] and Frenkel [11] (WF), the addition rate of atoms or mol-
ecules to a crystal is proportional to the atomic diffusion coefficient, 
D(T), and the growth process depends on their mobility in the liquid 
phase, being a thermally activated process. In this model, which is called 
diffusion-controlled crystal growth, the rearrangement of the local 
liquid structure, such as reorientation of big molecules and bond 
breaking in network glasses, is necessary for an atom or molecule to 

* Corresponding author. 
E-mail address: separdar.leila@gmail.com (L. Separdar).  

Contents lists available at ScienceDirect 

Computational Materials Science 

journal homepage: www.elsevier.com/locate/commatsci 

https://doi.org/10.1016/j.commatsci.2022.111598 
Received 20 April 2022; Received in revised form 7 June 2022; Accepted 13 June 2022   

mailto:separdar.leila@gmail.com
www.sciencedirect.com/science/journal/09270256
https://www.elsevier.com/locate/commatsci
https://doi.org/10.1016/j.commatsci.2022.111598
https://doi.org/10.1016/j.commatsci.2022.111598
https://doi.org/10.1016/j.commatsci.2022.111598
http://crossmark.crossref.org/dialog/?doi=10.1016/j.commatsci.2022.111598&domain=pdf


Computational Materials Science 212 (2022) 111598

2

move or join the crystal; thus, there is a kinetic barrier for crystallization 
[12]. This model successfully describes the experimental crystal growth 
rates in various liquids, such as in elements (Ni [1], Ge [2], and Si [3]), 
alloys (Zr50Cu50 [7]), molecular liquids (o-terphenyl [13,14] and tri- 
α-naphthylbenzene [15]) and oxide glass-formers (Li2O-2SiO2 [16], 
B2O-2SiO2 [4], and CaO-MgO-2SiO2 [17]); and by computer simulations 
in Zr50Cu50 [18], K2O.SiO2 [19], Ni50Ti50 [20] alloy, and Ag [21]. 

Unlike the WF model, in the second scenario, which was proposed by 
Broughton-Gilmer-Jackson (BGJ) [22], called collision-controlled crys-
tal growth, the ordering kinetics is controlled by the thermal velocity of 
the particles, 

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3kBT/m

√
, where m is the atom mass and kB is the Boltz-

mann constant. In this model, there is no energy barrier to the motion of 
an atom across the liquid/crystal interface and no need to rearrange the 
local structure of the liquid for crystallization. This diffusionless growth 
model describes well the experimentally measured crystal growth ve-
locities of colloidal systems at deep supercooling [23], and provides a 
reasonable fit to the experimental crystal growth velocity of Ag at 
shallow supercooling [33]. It also describes quite well the simulation 
results of the crystallization rates in Lennard-Jones liquid [22] and 
simple metals and alloys, such as Ni [24], Cu [24], Na [25], Mo [26], Au 
[27], Fe [28], Co [29], Cu50Ni50 [30], Pt [31], and Ni3Al [32]. 

However, these theories fail for other substances, or are valid only in 
a certain range of undercooling. For instance, at deep supercooling, the 
WF model underestimates the growth rates obtained from simulations 
for pure elements such as Ta, Va, Pt [31], and Ag [33], whereas for 
multicomponent alloys, both theoretical descriptions (WF and BGJ) 
overestimate the growth rates [18,34,35,36]. Hence, which model best 
describes crystal growth rates in different substances in a wide tem-
perature range is still elusive, and demands further study. 

When dealing with crystal growth, the crystallographic dependence 
of growth velocity is important. In most materials, the crystallization 
velocity depends on the front orientation, for example, in the case of Ag 
[21] crystallization proceeds faster at the [100] than at the [110] and 
[111] orientations. 

Considering the aforementioned issues, in this paper, we study the 
crystal growth mechanism in SCL zinc selenide (ZnSe) from both the 
overall kinetics and crystallographic perspectives. ZnSe was chosen 
because a reliable interatomic potential is available for its simulation, 
which can correctly describe mechanical, thermodynamical and struc-
tural phase transformations, as well as spontaneous crystallization at 
deep supercooling. This potential was proposed by one of us (J.P. Rino) 
[37], and we successfully investigated its nucleation stage (not growth) 
[38]; hence, we already have great confidence in it. Also, ZnSe is very 
important in optics [39,40]. It is a type II-VI semiconductor with a wide 
bandgap that can be made in both hexagonal (wurtzite) and zinc-blende 
(cubic) structures. Experimental attempts have been made to under-
stand its structural evolution and crystallization from vapor and melt 
[41,42,43]. Hence, knowledge about its crystal growth mechanism is 
significant for technology applications. 

Among different techniques, seeded growth is an efficient way to 
promote the formation and growth of critical nuclei and to control the 
crystal size distribution [44,45,46,47,48,49]. Seed crystals provide a 
substrate for the desired product to nucleate and grow, thus replacing 
self-generation in seed-free processes. In our previous works, we have 
used a combination of seeding and spontaneous crystallization to study 
the nucleation process in ZnSe [38] and BaS [50]. By this method, we 
have determined the critical nucleus sizes, the atomic transport coeffi-
cient at the nucleus/liquid interface, and the interfacial free energy at 
shallow supercooling. The extrapolated growth rates to deep super-
cooling using the Classical Nucleation Theory (CNT) agreed quite well 
with the values obtained directly by molecular dynamics (MD) simula-
tions (at deep supercoolings) via the mean lifetime method [38]. These 
results confirmed the ability of the seeding method to estimate nucle-
ation parameters and the applicability of the CNT. 

In this article, we intend to take one step forward and use the seeding 

method to find the growth velocities at sallow supercooling in ZnSe 
(where the spontaneous formation of crystalline nuclei does not occur in 
MD time scales), and extrapolating them with the WF and BGJ theories 
toward deep supercooling. Then we will compare the growth velocities 
calculated from these theories with those obtained with spontaneous 
nucleation and growth at deeper supercoolings. By this procedure, a 
wide range of temperatures will be covered to check the applicability of 
available crystal growth models over the whole temperature range, from 
shallow to deep supercoolings. Overall, we aim to understand the 
structural evolution and growth mechanism in ZnSe. 

The paper is organized as follows: Section 2 presents the classical 
theoretical equations used to describe crystal growth. In Section 3, the 
simulation details are explained. Section 4 is devoted to discuss the MD 
results and tests of the theories. Finally, Section 5 presents our 
conclusions. 

2. Basic equations and theoretical models 

As mentioned in the Introduction section, the steady-state crystal 
growth velocity, v(T), is described theoretically as the difference be-
tween the rate of atomic addition and subtraction to a crystal. By 
invoking microscopic reversibility, this difference can be separated into 
a thermodynamic term, 1 − exp( − |Δμ(T)|/kBT), and a kinetic term, k(T): 

v(T) = k(T)[1 − exp(− Δμ(T)/kBT)], (1) 

where kB is the Boltzmann constant. The thermodynamic driving 
force, Δμ, is the difference between the crystal and liquid chemical 
potentials,Δμ = μcry − μliq. 

2.1. Theoretical models 

Two main theories regarding the temperature dependence of k(T) are 
the diffusion-controlled and collision-controlled growth mechanisms. In 
the first one, known as the Wilson-Frenkel (WF) setting [10,11], the 
kinetic term is governed by diffusion, 

k(T) =
fCLD(T)

λ2 (2) 

where D(T) is the diffusion coefficient of the atomic species in the 
bulk SCL, which controls atomic attachment at the liquid/crystal 
interface. For a binary substance (ZnSe, in our case), we will take the 
average between the diffusion coefficients of the two types of atoms. λ is 
a diameter of the diffusing particle, which is equal to jump distance, and 
is related to the position of the first peak in the radial distribution 
function. The ratio λ2/D corresponds to the average time required for a 
particle to diffuse a distance of one diameter, which will be referred to as 
diffusion time. The crystallographic dependence of growth velocity is 
reflected into the theory through the parameter L, which is the crystal 
lattice spacing. In general, λ is very similar to L. f is the fraction of 
preferred growth sites at the interface, and its value depends on the 
growth mechanism. C is the rate of addition of layers per diffusion time 
after factoring out the reverse process contribution to the dynamics. This 
unitless parameter C is obtained from fitting. 

In the theoretical model proposed by the Broughton-Gilmer-Jackson 
(BGJ) [22], the atomic addition rate is proportional to the thermal ve-
locity of the atoms (particles). 

k(T) = (fCL/λ)
̅̅̅̅̅̅̅̅̅̅
3kBT

m

√

(3) 

where m is the particle mass. 
Returning to the WF setting, two main growth modes exist: one is the 

“Continuous” or “Normal” growth model (N-model), and the second is 
the “Screw Dislocation” model (SD-model). In the N-model, the crystal 
surface is atomically rough, and the degree of roughness is not tem-
perature dependent; hence, f ≈ constant ≈ 1.0. In the SD-model, the 
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crystal/SCL interface is smooth on the atomic scale, and atomic or mo-
lecular addition to a growing crystal may occur preferentially on screw 
dislocations [51], with a fraction f << 1 on the crystal surface, which is 
given approximately by the Uhlmann [52,53] expression, f ≅

(Tm − T)
2πTm

, 
where Tm is the melting temperature. Finally, when the crystal/SCL 
interface is defect-free, there is still another mechanism, called the 2D or 
secondary surface nucleated growth model [54], which will not be 
further discussed here because it is quite rare. 

We will check these scenarios of crystal growth in supercooled ZnSe 
crystallized by the seeding and spontaneous approaches to test whether 
one of them describes the growth velocities obtained directly from 
spontaneous nucleation at deep supercooling. For the analytical esti-
mates, we will express the thermodynamic driving force in its widely 
used form [55], 

Δμ = Δhm
(Tm − T)

Tm
(4) 

where Δhm is the difference in the enthalpy of the crystal and liquid 
at the melting point (heat of melting). In the case of ZnSe, Tm ≅ 1388K 
and Δhm = 0.266ev/atom [38]. This expression is valid when the dif-
ference between the specific heats of the crystal and the SCL is very 
small, and thus gives an upper bound for Δμ. 

3. Details of the simulation 

In the seeding method, a crystalline cluster of a certain size is arti-
ficially inserted into a SCL. The procedure of inserting the seed in ZnSe 
was described in detail in our previous work on crystal nucleation [38]. 
The procedure can be summarized as follows: we started with an 
equilibrated crystal of ZnSe with a zinc-blende (ZB) structure at T =

300 K, heated it up to T = 1000 K, and then defined a spherical region 
in the center of a hot crystalline matrix. Hence, initially, the spherical 
seed and surrounded matrix had the same structure and lattice param-
eters. After that, only the solid matrix was heated up to T = 2000 K to 
liquefy and then quenched down to T = 1000 K. During the cooling 
process, the seed was released at different temperatures to verify which 
one was the seed/SCL coexistence temperature. Because the seed atoms 
inside the spherical region were held fixed at their positions, they 
experienced a certain strain. To remove this strain, after releasing the 
seed at each given temperature, we first let the thermostat and barostat 
remove this strain by controlling the temperature and pressure of both 
the seed and the supercooled liquid, and only then investigated the seed 
growth. 

To study the seed growth, extensive MD simulations have been 
conducted for three systems composed of 17,576, 32,768 and 64,000 
atoms in cubic boxes of Lx = Ly = Lz = 73.36A◦ , 98.34A◦ and 112.86A◦

,

respectively. The interactions between the atoms were modeled by a 
reliable potential described in Refs. [37,38]. Simulations were per-
formed at constant pressure (p = 0bar) in an NpT ensemble using the 
LAMMPS package [56]. The timestep was 1.0fs. The Nosé-Hoover 
thermostat and barostat were used to control the temperature and 
pressure, respectively. Periodic boundary conditions were applied in all 
directions. Four seed sizes with radii r = 13,11,9.5and8.5A◦ were 
inserted into supercooled ZnSe separately, and their size evolutions were 
monitored over time. For reliable statistics, 10 independent configura-
tion samples of the matrix containing the same nucleus size were stud-
ied. In this way, the seed structure and kinetics during its growth path 
were analyzed in detail, and are described in the next section. 

4. Results 

4.1. Growth velocity 

4.1.1. Seeding experiments 
Determining the seed/SCL coexistence temperature, T*, is the first 

step to study their growth. Because the equilibrium between the crys-
talline seed and the surrounding metastable liquid could demand a very 
long simulation time to be reached, we defined the coexistence tem-
perature as that at which the seed grows and stabilizes in five or six out 
of ten independent configurations and fully dissolves in the remained 
configurations. A good criterion to determine the growth of a crystalline 
seed is looking at the time evolution of the potential energy or enthalpy. 
A sharp decrease in potential energy indicates seed growth and the 
beginning of a phase transition. If it increases or remains approximately 
unaltered, this means that the seed has dissolved. We determined the 
coexistence temperatures for four seed sizes by monitoring the potential 
energy over the initial 0.5ns. The results are shown in Table 1. After 
determining T* for each seed size, the systems where the seed grows 
were let to evolve for extra 2.5ns. 

Fig. 1(a) shows the time evolution of the number of solid-like atoms, 
N*, in five of ten independent configurations at T* = 1220 ± 5K in the 
system composed of 64,000 atoms containing a seed with r = 13A◦ . The 
seed fully dissolved in the remained configurations. Solid-like (crystal-
line) particles in the seed environment were identified by calculating the 
Steinhardt bond-order parameter [57,58], Sij =

∑m=+6
m=− 6q6m(i).q*

6m(j), 
where q6m(i) = 1

Nb(i)
∑Nb(i)

j=1 Ylm( r→ij) is the Steinhardt parameter, Ylm( r→ij)

are the spherical harmonics, Nb(i) is the number of nearest neighbors of 
atom i, and r→ij is the vector connecting it with its neighbors j. If the 
value of the dot product q6.q*

6 > 0.5, the particle–particle association 
was considered solid-like. We tested the q6 results using a set of different 
numbers of connections at one temperature to find out which one is the 
most appropriate for the crystallization case. In this case, if a particle 
was involved in more than 11 solid-like associations, we considered that 
it was in the (crystal) seed environment. This number agrees with the 
coordination number calculated from the area under the first peak of the 
radial distribution function [37]. Knowing N* and assuming a spherical 
shape for the seed (although this is not perfectly true), the seed radius, r, 
was calculated using the crystal number density at T* via the relation 
ρcrystal(T*) = 3N*/(4πr3). Fig. 1(b) displays the time evolution of r for the 
configurations shown in Fig. 1(a). In Fig. 1(c), the effect of the system 
size on the growth path is demonstrated. As shown, seed growth pro-
ceeds via three stages in this system. The first stage relates to a time 
interval, Δt1, at which the seed starts to grow until it reaches the second 
stage. In the second stage, crystal growth continues with constant ve-
locity for a time interval Δt2. This time interval varies for each config-
uration and strongly depends on the system size; it increases by 
increasing the box size. After this stage, for a time interval Δt3, growth 
stops because of the limited system size. As demonstrated in Fig. 1(c), for 
the smallest system size, seed growth has been halted by its periodic 
image before entering the steady-state growth regime. Doubling the 
system size from 17,568 to 32,768 atoms causes the steady-state stage 
of crystal growth to become distinguishable from the two other stages. 
However, for better statistics and more reliable results, we doubled this 
system size again. Increasing even more the system size would not 
change the growth velocity. The radial growth velocity was determined 
by a linear fit to the data in this intermediate regime. The average ve-
locity obtained for a seed with r = 13A◦ over five independent config-
urations is v = ṙ = 0.050 ± 0.002A◦

/ps. Henceforth, we will only report 
results related to the largest box size. 

The same calculations and analyses were carried out for three other 
seed sizes with radii r = 11, 9.5and8.5A◦ . Table 1 shows the growth 
velocity obtained for each seed size. 

4.1.2. Spontaneous nucleation and growth at deep supercoolings 
We have shown previously that in the deep supercooling regime, i.e., 

T = (0.61 − 0.72)Tm, ZnSe crystalizes spontaneously in MD time scales 
[38]. Therefore, we can also obtain the growth velocity in this region 
without inserting a seed. To this end, starting from liquid ZnSe at T =

2000K, which is above the melting point, we cooled the system at a fast 
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rate, 1K/ps, down to T = 1000,950 and 900K. Then the ZnSe SCL was 
let to evolve for 3ns at each temperature, and the number of solid-like 
atoms was counted using the Steinhardt bond-order parameter 

criterion, as previously explained. From the evolution of the total 
number of solid-like atoms, we calculated the growth rates. For reliable 
statistics at each temperature, 10 independent configurations were 
studied and the growth rates were averaged over them. 

A fit to the growth rate data obtained from the seeding procedure, 
according to the WF and BGJ models, and extrapolating the resulting 
expression to deep supercooling to compare them with the spontaneous 
growth velocities, could show which theory best describes the growth 
kinetics over the whole temperature range. The fitting and extrapolation 
procedure is as follows: In the framework of the WF setting, according to 
Eq. (2), one needs to know the self-diffusion coefficient ,D(T), and the 
factor C for the desired extrapolation. D(T) was obtained by computing 
the mean-square displacements via the Einstein relation, 〈r2(t)〉 = 6Dt, 
for the two elements in the temperature range, 1000K < T < 1600K, 
shown in Fig. 2. The resulting diffusion coefficients can be reasonably 
fitted using the Arrhenius expression, 

D(T) = D0exp
(

−
EA

KBT

)

(5) 

down to T = 1100K; for lower temperatures, the Arrhenius expres-
sion overestimates the actual data. The activation free energies are EA =

0.60eV for Zn and EA = 0.73eV for Se. The pre-exponential factors are 
D0 = 53.9A◦ 2

/ps for Zn and D0 = 108.54A◦ 2
/ps for Se. Fig. 2 represents 

the Arrhenius-type plot of DZn(T), DSe(T), and their average 
Davg(T) = (DZn(T)+DSe(T))/2 in conjunction the Arrhenius fits. 

To determine the factor C, we used Eqs. (1) and (2) in the framework 
of the WF setting and rescaled the growth velocity as. 

v(T)λ2/fLD(T) = C[1 − exp(− Δμ(T)/kBT)] (6) 

by substituting the values of v, λ = 2.5A◦ (the position of the first 
peak of the radial distribution function of Zn-Se pairs), the Davg at each 
T*, and the Δμ from Eq. (4). Fig. 3 (a) and (b) show v(T)λ2/LD(T) as a 
function of 1 − exp( − |Δμ(T)|/kBT) for the N- and SD-models with f = 1 
and f ≅

(Tm − T)
2πTm

, respectively. A linear relationship, demonstrating that 
the expression presented in Eq. (6) has indeed successfully captured it. 

Table 1 
Growth velocity, v(T), of the inserted seed with different radii, r, at the seed/SCL coexistence temperature (T*)

r(A◦

) 13 11 9.5 8.5 

T*(K) 1220 1210 1155 1130 
v(T)(A◦

/ps) 0.050 ± 0.005 0.0514 ± 0.005 0.0676 ± 0.005 0.071 ± 0.004  

Fig. 1. Time evolution of (a) the number of solid-like atoms and (b) seed radius 
growth in the system composed of 64,000 atoms containing a seed with r =

13A◦ . The curves in each plot refer to those configurations in which the seed 
grows. (c) Time evolution of the number of solid-like atoms in systems with 17,
576, 32,768 and 64,000 atoms containing a seed with r = 13A◦ . The steady- 
state stage of crystal growth related to time interval, Δt2, which depends on the 
system size. 

Fig. 2. Arrhenius plot of the simulated translational diffusion coefficient, D(T), 
in ZnSe obtained from the mean squared displacements via the Einstein rela-
tion. The dashed lines are fits to the Arrhenius expression (Eq. (5)). Please note 
that the data move away from the Arrhenius lines at the lowest 
temperatures,T < 1100K.
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The values of C are 4.82 and 86.03 for the N- and SD-models of the WF 
theory, respectively. Knowing the temperature depended on D(T) and C, 
we extrapolated the data toward deep supercooling, which is demon-
strated by the black, blue and red lines in Fig. 3. 

Using Eqs. (1) and (3) in the framework of the BGJ theory, the 
rescaled velocity is. 

λv(T)

L
̅̅̅̅̅̅̅
3kBT

m

√ = C[1 − exp(− Δμ(T)/kBT)]. (7) 

Fig. 3 (c) shows v(T)/
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
kBT/m

√
vs. 1 − exp( − |Δμ(T)|/kBT). The linear 

relation shows that this setting is also able to describe the growth rates 

obtained from the seeding method at shallow supercooling. A linear fit 
to data gives the factor C. The value of C, obtained from the slope in 
Fig. 3 (a) for the N-model is 4.82. This value is comparable to those 
obtained for a NiAl alloy, which is 5.3, and 3.5 for the [100] and [110] 
surfaces, respectively. This value is 0.4 for the good glass former CuZr 
and 0.3 for analogous surfaces [18], respectively; thus, our result is in 
the same order of magnitude. 

Finally, by knowing C, we are able to extrapolate the expression to 
deep supercooling, which is shown by the red dashed line in Fig. 4. The 
difference between these two theoretical expressions becomes clear at 
deeper supercooling. The best result is provided by the N-model. Also, 
according to the Jackson’s criterion of crystal growth, based on the 
description of the crystal/melt interface structure [53,59], the melting 
entropy of the ZnSe crystal is relatively small: ΔSm = Δhm

Tm
≅ 2R (R is the 

gas constant), which confirms that the Normal growth mechanism 
should prevail for ZnSe. 

As shown by experiments [33], a maximum in v(T) is predicted, 
which is a consequence of the competition between opposing thermo-
dynamic and kinetic effects. This maximum occurs at (0.6 − 0.8)Tm for 
metals and at (0.90 − 0.98)Tm for oxide glass-formers [60]. For most 
substances, this maximum occurs at a temperature range between the 
melting and glass transition. Fig. 4 captures this feature. For the N- and 
SD-models, the maxima occur at Tvmax = 0.79Tm and Tvmax = 0.75Tm 
respectively, which are above the glass transition temperature, Tg =

0.57Tm, of ZnSe for the particular cooling rate used here. A previous 
work found that for a diversity of glass-forming systems, Tvmax

Tg
= 1.48 ±

0.15 [61]. For ZnSe, this value is quite close: Tvmax
Tg

= 1.41 ± 0.02. In the 
case of the BGJ theory, in the region of deep supercooling, the growth 
velocity increases monotonically up to Tvmax = 0.51Tm, which is lower 
than Tg, and then starts to decrease. This maximum is shown in Fig. 4. 

4.2. Crystal structure 

It is known that nucleation is a control factor in fixing the crystal 
structure, e.g., [62]. Hence, it is important to compare the final structure 
of the crystal crystalized by seeding with that of the spontaneously 
nucleated crystal. In this section, the crystal structures are investigated 
and compared. Fig. 5 shows the time evolution of a seed cross-section 
area with r = 13A◦ at t = 0, 0.5,1, 1.5,2.0and3.0ns from left to right, 

Fig. 3. Reduced growth rates, as described in the text (Eqs. (6) and (7)). The 
red lines correspond to linear fits according to (a) the WF theory with the N- 
model, (b) the WF theory with the SD-model, and (c) the collision-controlled 
growth mechanism (BGJ theory). 

Fig. 4. Temperature dependence of the average crystal growth velocity in 
supercooled ZnSe. The black circles display the average growth velocity ob-
tained from the seeding method and the red circles refer to the average growth 
velocity obtained from spontaneous nucleation at deep supercoolings. The 
black, blue and red dashed lines refer to fittings and extrapolations of v(T) using 
the “Normal” and the “Screw Dislocation” diffusion-controlled crystal growth 
(WF theory) settings (Eq. (2)) and the collision-controlled growth mechanism 
(BGJ theory) setting (Eq. (3)), respectivly. 
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respectively, in the crystallographic direction [110]. This direction 
clearly shows the formation of the ZB and wurtzite (WZ) layers. During 
the growth procedure, the first layer formed on the initial lattice 
structure of seed (ZB), has the WZ structure. At longer times, layers with 
the ZB structure also form on the WZ layers, and are shown in blue in 
Fig. 5. The WZ growth on ZB was previously reported in Ref. [63]. This 
preference for growth and alternation of WZ and ZB is also observed in 
the crystal produced through spontaneous nucleation at deep super-
cooling, and can be associated with the relatively small difference in the 
total energy between these two structures, which experimentally is only 
5.3meV/atom [64]. In our simulation, this energy difference is approx-
imately 8meV/atom [37]. 

As discussed in the Introduction, growth velocity is affected by front 
orientation. We have examined this direction dependency and measured 
the inserted seed areas with radii r = 8.5A◦ and r = 13A◦ in the [100], 
[010], [001], [110] and [111] directions using the Fiji software [65]; 
the results are shown in Fig. 6. The dashed lines relate to a system 
containing a seed of r = 8.5A◦ and the solid lines refer to a system 
containing seed of r = 13A◦ . From this figure it can be inferred that the 
seed grows faster in the direction [111] than in other directions, 
whereas the growth rate in the directions [100], [010] and [001] are 

the same, v[100] = v[010] = v[001]. Hence, the related growth velocity 
curves fall on top of each other. The relative growth velocities are 
v[111] ≈ 2v[110] ≈ 2v[100]. It should be mentioned that the growth of WZ 
and ZB layers follow the same crystallographic direction as [111]. 

Fig. 7(a) shows the time evolution of the total radial distribution 
function for the SCL crystalized by seeding at some selected times after 
inserting the seed with radius r = 13A◦ . A comparison was conducted 
between 1) the structure of the system crystallized by inserting the seed 
after 3ns, 2) the crystalline system with ZB and WZ structures at T =

1220K, and 3) the structure of the system that spontaneously nucleated 
at T = 900K after 3.0ns. The structure of the system crystallized by 
seeded nucleation is similar to that of the system spontaneously nucle-
ated; however, the structure of the system by inserting the seed after 3ns 
is not exactly ZB or WB because of the formation of layers with varying 
structures around the seed. For r < 5.5A◦

, the system structure is more 
similar to WZ. There is a thermal broadening and, also, ZB and WZ are 
very similar at small distances; however, for r > 5.5A◦ , there is a devi-
ation from the WZ structure. It is worth noting that layers with different 
structures have also been reported in simulations of homogeneous 
nucleation and growth of Al [45], BaS [66], and Cu [67]. Hence, as 
suggested from experiments [68], seeding with the desired crystalline 
structure (here the ZB structure) is not sufficient to ensure the growth of 
this crystalline structure. 

5. Conclusions 

In this work, we investigated the crystal growth mechanism and 
dynamics in supercooled ZnSe. This semiconductor is a poor glass 
former with the ability to nucleate spontaneously at temperatures 
T < 0.75Tm. By taking advantage of this property, we obtained growth 
velocities at deep supercooling directly from the simulations. We also 
obtained growth velocities at shallow supercooling using the seeding 
method, thus covering a wide temperature range. 

A comparison between the extrapolated growth rates from shallow to 
deep supercooling with values obtained directly from spontaneous 
nucleation and growth (at deep supercooling) showed that the best 
theoretical model for this material is the “Normal” (diffusion-controlled) 
crystal growth. However, as the diffusion coefficient follows an Arrhe-
nius behavior at shallow supercooling down to T = 1100K but a devi-
ation is observed at deep supercooling, the use of extrapolated D(T) 
overestimates the calculated growth velocities in this temperature 
range. Such overestimate by the WF model has been previously observed 

Fig. 5. Snapshots of the time evolution of the seed cross-section area with r = 13A◦ at t = 0,0.5, 1,1.5,2.0and3.0ns from left to right, respectively, in the crystal-
lographic direction [110]. The blue atoms have the ZB structure and the others have the WZ structure. 

Fig. 6. Time evolution of a seed cross-section area in different crystallographic 
directions for two systems containing seeds with radii r = 13A◦ (solid lines) and 
r = 8.5A◦ (dashed lines). The relative growth velocities are v[111] ≈ 2v[110] ≈

2v[100] and v[100] = v[010] = v[001]. 
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in multicomponent alloys [34,35,36]. 
After the whole system crystallizes via seeding at shallow super-

cooling, the crystal structure is very similar to that produced through 
spontaneous nucleation at deep supercooling. Although the inserted 
seed had a zinc-blende structure, which is the most stable polymorph of 
ZnSe, during the growth process layers with wurtzite structure also 
form, which demonstrates that seeding with the desired crystalline 
structure (here the ZB structure) does not always lead to the same 
crystalline structure. It is relevant to stress that, even in the case of 
spontaneous nucleation, a mixture of zinc-blende and wurtzite was 
observed. This double-crystal formation probably occurs because the 
difference in the thermodynamic stability of the two phases is quite 
small. 

Overall, the combination of seeding and spontaneous crystallization 
proved to be a good method to evaluate growth rates in wide temper-
ature ranges and the structure of the resulting crystals. These results 
unveil unknown aspects of crystal growth in this important semi-
conductor and indicate the best theoretical expression (N-model), which 
can now be further tested for other materials using our MD approach. 
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