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1 |  INTRODUCTION

Glass has played a fundamental role in humankind well‐
being. During and after the scientific revolution of the XVII 
century, glasses were essential for the development of the 
thermometer, barometer, microscope, telescope, and many 
other useful devices, deservedly obtaining the status of “the 
eyes of science”.1 In recent years, improvement and discov-
ery of novel inorganic glasses with a relevant combination of 
properties enabled a wide range of domestic and high‐tech 
applications. For instance, glass windows have been greatly 
improved to provide greater comfort by reflecting or absorb-
ing specific light wavelengths, by the ability to self‐clean, 
and by displaying electrochromic properties.2,3 Bioactive 
glasses and glass‐ceramics can be used in ophthalmic cavity 

prostheses, ear bones, bone grafts, dental treatment, or heal-
ing of soft and hard tissues.4 They are also used to immobi-
lize nuclear waste, in hard disc substrates and as precursors of 
glass‐ceramics used for ballistic protection.5‒8 Furthermore, 
in recent years, an impressive number of chalcogenide, or-
ganic, and metallic glasses have been developed, which have 
unusual, interesting properties.9‒14

The vast number of applications of vitreous materials is 
due to the possibility of continuously adjusting their composi-
tions to achieve optimum performance. Glasses are nonequi-
librium, noncrystalline substances that spontaneously relax 
toward the supercooled liquid state,15 with no constraint of 
satisfying crystal chemistry (stoichiometry) requirements.16 
This feature enables them to host practically any chemical 
element in the composition in widely variable amounts, 
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Abstract
Glass‐forming ability (GFA) is a measure of the easiness to vitrify a given sub-
stance. Theoretically, it is possible to make a glass from any liquid provided it is 
quenched from its liquidus temperature with a cooling rate above a critical value Rc 
to avoid crystallization. However, measuring GFA is a laborious and time‐consum-
ing task. Moreover, predicting the GFA of substances that have never been vitri-
fied is of greater interest. Here, we propose and evaluate a new parameter that can 
predict the glass forming ability of oxide mixtures. We derived a mother parameter, 
GFA = 1/Rc ∝ [U(Tmax) × TL]−1, where U(Tmax) is the maximum crystal growth rate, 
and TL is the liquidus temperature, which strongly correlates with the experimental 
critical cooling rates of oxide glass‐formers. A simplified version derived from the 
mother parameter—which does not need (scarce) crystal growth rate data and only 
relies on viscosity η and TL, GFA ∝ [η(TL)/T2

L
]—also correlates well with the Rc of 

several oxide compositions. This new GFA parameter, dubbed Jezica, works when 
heterogeneous nucleation prevails. It corroborates the widespread concept that sub-
stances having high viscosity at TL, and a low TL can be easily vitrified, and provides 
a powerful tool for the quest and design of novel glasses.
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therefore a virtually infinite number of compositions can be 
explored.17

However, a liquid substance will only form a glass if na-
ture can be tricked into (temporarily) freezing a disordered 
atomic structure before it assembles itself into a spatially 
periodic crystalline arrangement—which is the thermody-
namically favorable state below the melting point, Tm, or 
liquidus temperature, TL. Glass‐forming ability (GFA) is a 
measure of the easiness to vitrify a liquid on cooling from 
its liquidus temperature.18 Theoretically, any liquid can be 
vitrified as long as a quenching rate higher than a certain 
critical value (Rc) is imposed to avoid crystallization,19 
thus GFA  =  1/Rc. The Rc can be determined by cooling 
the liquid at different speeds, and then measuring the crit-
ical cooling rate to form only a small arbitrary crystallized 
fraction on the cooling path. These methods, however, are 
highly affected by the surface in contact with the super-
cooled liquid during the cooling, and the Rc determined by 
different authors can differ by orders of magnitude.20‒25 
One can also determine the crystal nucleation and growth 
rates as a function of temperature, and then construct 
time‐temperature‐transformation (TTT), or continuous 
cooling transformation (CCT) curves26,27 from which Rc 
can be calculated. The drawback is that constructing these 
curves is very time consuming.

Given the laborious task of obtaining Rc, some authors 
have suggested simpler, indirect parameters to estimate the 
GFA. Some are based on characteristic temperatures deter-
mined by thermal analysis, such as the glass transition, Tg, 
the onset of crystallization, Tx, and the liquidus temperature, 
TL.28‒31 Moreover, a positive correlation between some of 
these parameters and the GFA of oxide glasses was indeed 
reported.32,33 However, due to the lack of critical cooling 
rate data, just a few glass‐forming substances were consid-
ered in those tests. In addition, to use these parameters one 
has to make a glass, which can then be scrutinized by differ-
ential thermal analysis (DTA) or differential scanning calo-
rimetry (DSC). Hence, they only work for materials that can 
be vitrified, hence cannot be employed as predictors of GFA.

Within the recent data‐driven modeling paradigm of ma-
terials development, a long‐standing problem is to under-
stand how the GFA correlates with properties that can be 
more easily measured or calculated from the chemical com-
position. It is thus highly desirable to predict (rather than 
measure) the GFA for the quest and design of novel vitrifi-
cable compositions.34‒36 Therefore, the aim of this work is to 
develop and test a new parameter that can predict the GFA.

2 |  GOVERNING EQUATIONS

The Rc can be estimated by different methods. They are de-
tailed below:

1. By computing CCT or isothermal TTT curves26,27 that are 
calculated from available crystal nucleation and growth 
rates. This method is accurate but very time‐consuming. 
It will be described in Section 2.1 and used here to 
derive a GFA parameter;

2. By analyzing the crystallization peak observed during 
the cooling of liquids in a differential thermal analysis 
equipment37 or by combined cooling and heating experi-
ments.38,39 One issue of this technique is that it is highly 
susceptible to heterogeneous nucleation due to the contact 
of the liquid with the DTA pan40;

3. By cooling the liquid at different rates and carrying out a 
microscopic or X‐ray diffraction (XRD) analysis to deter-
mine if the sample is crystallized. The cooling process can 
be made by the “thermocouple method”,20‒25 where the ma-
terial remains in direct contact with a thermocouple, which 
gives a high accuracy in the temperature determination; in 
thermal analysis equipment38,41; or in the crucible where 
the material was melted. However, the thermocouple and 
the crucible material frequently induce heterogeneous nu-
cleation, which affects the method's reproducibility. The re-
ported values of these direct measures of Rc of melts having 
nominally the same composition reported frequently vary by 
one or two orders of magnitude.20,25 Therefore, it should be 
stressed from the beginning that the errors in the values of Rc 
are always quite high.

2.1 | The TTT method
As stated before, one way to estimate the critical cooling 
rate of a substance is via its TTT diagram. One can use the 
Johnson‐Mehl‐Avrami‐Kolmogorov  (JMAK) equation42 to 
build transformation curves as a TTT diagram. To do so, 
it is necessary to specify the desired crystallized volumet-
ric fraction, XV, and compute the time, t, to crystallize that 
fraction of the substance. For instance, considering homo-
geneous internal nucleation of tridimensional crystals, with 
time‐independent crystal nucleation and growth rates, and a 
small volume fraction crystallized, XV (typically in the range 
10−2‐10−6), the JMAK equation simplifies to

where gv is a shape factor related to the crystal morphology, I is 
the steady‐state homogeneous crystal nucleation rate, and U is 
the crystal growth rate.

Most oxide supercooled liquids undergo heterogeneous 
surface nucleation and crystallization43 due to the presence 
of foreign, spurious nucleation sites. In this case, the surface 
crystallized fraction, XS, can be calculated by Equation 2,44

(1)XV =gvIU3t4,

(2)XS =gNSU2t2,
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where g is a factor related to the bi‐dimensional shape of the 
crystals on the glass surface, and NS is the average number of 
nucleation sites per unit area.

Figure 1 shows schematic TTT curves computed using 
Equations 1 and 2. In these curves, XV, XS, NS, gv, and g are 
constant. The critical cooling rate is thus the minimum rate 
needed to bypass a certain critical crystallized volume or 
surface fraction. It can be estimated from TTT diagrams by 
Equation 3.26

In Equation 3, Tn is the nose temperature, tn is the time 
to crystallize a certain minimum fraction (usually taken as 
10−2‐10−6) at the nose temperature, and TL is the melting 
point for stoichiometric compounds or the liquidus tem-
perature for nonstoichiometric. TL is the highest temperature 
where a crystalline phase is still stable; we will call this tem-
perature the liquidus for simplicity from now on.

During casting and cooling, most supercooled liquids 
will likely be in contact with some solid particles or sur-
face, which may induce heterogeneous (surface) nucleation. 
Moreover, the majority of oxide supercooled glass‐forming 
liquids do not show any measurable homogeneous (inter-
nal) crystal nucleation. Therefore, it is reasonable to as-
sume that, in most practical cases, the critical cooling rate 
is determined by heterogeneous nucleation. It is important 
to stress, however, for certain glass formers, the internal, 

homogeneous nucleation rates can be quite high, hence 
these assumptions may not hold. The surface crystallized 
fraction depends strongly on the number of nucleation sites, 
Ns, which in turn depends upon numerous factors.43 The 
other two parameters in Equation 2, shape factor and crys-
tal growth rate, depend only on the glass composition and 
temperature.

2.2 | Classical crystal growth models for 
inorganic glasses
Three classical crystal growth models45 describe the growth 
rate curves of inorganic glass‐formers: the Normal or con-
tinuous growth (N), the Screw Dislocation growth (SD), and 
the 2D‐secondary surface nucleation growth (2D). The SD 
growth model describes crystal growth in most inorganic 
glass forming substances. In this model, the crystal growth 
rates, U, are given by

where f is the fraction of sites at the crystal interface available 
for atomic or molecular attachment, DU is the effective atomic 
transport coefficient controlling crystal growth, λ is the jump 
distance, ΔG(T) is the free energy change in the transforma-
tion of the supercooled liquid to crystal (which is negative for 
spontaneous processes), R is the gas constant, and T is the ab-
solute temperature.46 In the N growth model, the crystal surface 
is considered to be rough on an atomic scale, hence there are 
plenty of sites for attachment of structural units and the param-
eter f is temperature independent and close to unity.

The 2D Secondary Nucleation growth model—Equation 
5—relies on other parameters, C and B, which are related 
to the nucleation rate of the secondary nuclei that form in 
an atomically flat solid‐liquid interface. For this model, the 
growth rates are given by

C and B can be calculated by different expressions de-
pending upon the ratio of the secondary crystal nucleation 
rate to the crystal growth rate.47 The B parameter includes 
the ΔG(T) and the energy of the crystal‐liquid interface (σ2), 
which can assume significantly different values for each 
glass‐forming substance. Because of this fact, and the expo-
nential dependency of U to σ2, the 2D growth model does not 
have a reliable predictive power.

Several works44,48 successfully connected DU with the 
shear viscosity of the supercooled liquid using the Stokes‐
Einstein‐Eyring equation,49 but this connection breaks down 
for temperatures below 1.1‐1.2Tg.

44,50‒52 Fortunately, however, 
this break is not relevant for this particular work because we 

(3)Rc ∼
TL−Tn

tn

(4)U (T)= f (T)
DU (T)

� (T)

[

1−exp

(

ΔG (T)

RT

)]

,

(5)U (T)=
C (T)DU (T)

�2
(T)

exp

(

B (T)

RT

)

.

F I G U R E  1  Schematics of TTT or “nose” curves: The 
continuous line refers to homogeneous nucleation, whereas the dashed 
line considers heterogeneous nucleation. TL, Tn and Tg are the liquidus, 
the nose, and the glass transition temperature, respectively
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will be dealing with crystallization at much higher tempera-
tures, near to the nose of the TTT curves, which are close to TL.

3 |  NEW GFA PARAMETERS THAT 
CORRELATE WITH CRITICAL 
COOLING RATES

Equation 2 shows that on a TTT curve, the time needed to 
reach a certain surface crystallized fraction at each tempera-
ture is given by

Here, we assume that the unknown fraction of hetero-
geneous surface sites, NS, have a small variation between 
different liquids close to the liquidus temperature because 
the liquid surfaces are smooth, “fire‐polished”‐like. This is 
relevant because the nose of the heterogeneous TTT curve 
is located just below TL (Figure 1). Thus, for the purpose 
of estimating Rc for different liquids, we assume that NS is 
constant.

With the above considerations, the maximum time a 
melt can be considered noncrystalline at a temperature just 
below the liquidus temperature is inversely proportional to 
the crystal growth rate, t (T)∝ 1

U(T)
. The nose temperature, 

Tn, for heterogeneous nucleation is located at a temperature 
where the crystal growth rate is maximum, that is Tn = Tmax, 
with U(Tmax)  ≡  max(U(T)). Therefore, the nose time is 
given by Equation 7.

Figure 2 shows experimental values of crystal growth 
rates for 20 stoichiometric oxide glass formers. Tmax lies 
within the range of 0.90‐0.98TL for all the materials inves-
tigated, whereas the maximum crystal growth rate, U(Tmax), 
varies seven orders of magnitude. A similar behavior of 
growth rates can be observed in relation to the liquidus tem-
perature, TL, for nonstoichiometric glasses (Table S1). For 
the sake of simplicity, from now on, we will use the average 
value, Tmax = 0.94TL.

With the previous considerations and Equation 3, an ex-
pression for Rc is given by Equation 8. This relatively simple 
new parameter, called herein “the mother parameter”, will be 
tested in this article.

Unfortunately, experimental crystal growth rates are only 
available for a restricted number of substances. We then won-
dered if this parameter (Equation 8) could be simplified using 

physical quantities that are more readily available. Therefore, 
we considered the most usual crystal growth model (the SD 
model) and assumed that the atomic transport coefficient, DU, 
is controlled by the viscosity according to the well‐known 
Stokes‐Einstein‐Eyring expression, Equation 9. In doing so, 
an expression for the maximum crystal growth rate shown in 
Equation 10 was obtained.

After further investigation, we observed that the maximum 
variation of the thermodynamic factor [1 − exp(ΔG(T)/RT-
max)], with ΔG < 0, is only one order of magnitude for the 
20 stoichiometric substances studied here. In addition, we 
expect that f is similar for all glass‐forming oxide liquids at 
such low supercooling. With these considerations, we con-
clude that, for supercooled liquids that obey the SD model, 
the maximum growth rates, U(Tmax), depend mostly on the 
shear viscosity, η.

Therefore, with Equation 8 and the arguments of the pre-
vious paragraph, for the SD growth model, the GFA (the 
inverse of the critical cooling rate) can be estimated by the 
following:

(6)t=

√

Xs

gNSU2

(7)tn ∝
1

U
(

Tmax

)

(8)Rc =
1

GFA
∝TLU

(

Tmax

)

(9)DU (T)=D� (T)=
kT

� (T) � (T)

(10)
U
(

Tmax

)

≈U
(

0.94TL

)

= f
kb0.94TL

�2�
(

0.94TL

)

[

1−exp

(

ΔG

R0.94TL

)]

F I G U R E  2  Crystal growth rate vs. reduced temperature for 
20 stoichiometric oxide glass formers. We corrected the reported 
temperatures with the Herron and Bergeron (H‐B) equation.53 U(Tmax) 
always occurs at a temperature between 0.90‐0.98TL (highlighted 
region)54‒72
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Because the shear viscosity usually varies little with tem-
perature near the liquidus (the viscosity‐temperature curve 
is flat in that region), η(0.94TL) ≈ η(TL), which leads to the 
final, simplified form of the GFA parameter:

We baptized this simplified parameter “Jezica”, which is 
easy to memorize. It stands for JZCA (Jiusti‐Zanotto‐Cassar‐
Andreeta,). Jezica has some appealing properties that will be 
discussed after testing it.

In this manuscript, we will thoroughly test the proposed 
mother parameter (Equation 8) and the simplified parame-
ters (Equations 11 and 12), which are more easily assessable 
but, in principle, have a lower predicting power than Equation 
8. For this test, we will use several stoichiometric and non-
stoichiometric glass‐forming compositions, covering a very 
wide range of glass‐forming abilities, from outstanding to 
very poor.

4 |  METHODS

4.1 | Data collection
We investigated 20 stoichiometric and 13 nonstoichiometric 
glass‐forming oxides for which the maximum crystal growth 
rates and viscosities at the relevant temperatures (close to TL) 
are known. We also used other 35 glasses for which the Rc 
have been measured.

As this work deals with numerous data from various 
sources, we tabulated all of them in Supporting information; 
in the manuscript, we only show the results in graphical 
form.

The dataset for the stoichiometric glasses is shown in 
Tables S2 and S3. This group includes two single oxide 
glasses, binary and ternary silicates, and binary bo-
rates. Among these, only the Li2O·2SiO2, Li2O·2B2O3, 
2BaO·TiO2·2SiO2, and CaO·Al2O3·SiO2 have been reported 
to show internal (homogeneous) nucleation when properly 
heated to temperatures in the range of 0.5‐0.6TL. However, 
internal nucleation is negligible for all studied composi-
tions in the range of interest in this study (0.90‐0.98TL). 
The dataset for the nonstoichiometric glasses was collected 
from references 73,74 and includes 13 compositions that 
contain up to 10 different oxides (Table S1). Those glasses 
have commercial applications and are very good glass 
formers. The experimental Rc data used to test the mother 
parameter was collected from references 20,25. These data 
are also shown in the final plot (see Tables S4 and S5).

4.2 | Homogeneous vs 
heterogeneous nucleation
In the derivation of the new parameters, we assumed that 
heterogeneous surface nucleation (which is, by far, the most 
common crystallization mechanism for oxide glasses) yields 
a higher value of Rc than homogeneous nucleation, thus het-
erogeneous nucleation controls GFA. However, we know 
a few inorganic glasses that also show copious (very high) 
internal homogeneous nucleation rates. To analyze the im-
plications of the aforementioned assumption, we constructed 
TTT‐diagrams considering homogeneous and heterogeneous 
nucleation for two stoichiometric compositions for which the 
internal (homogeneous) nucleation rates differ by 15 orders 
of magnitude: anorthite and fresnoite.

For the TTT‐diagrams calculated considering heteroge-
neous nucleation, we assumed two different nucleation site 
densities: 105 and 101 sites per square meter. These site densi-
ties are typical for fractured and polished glass surfaces.43 We 
used π as the characteristic crystal shape factor for all sub-
stances, since this parameter does not significantly affect the 
calculated critical cooling rates. We also assumed the same 
crystallized fraction for the homo and heterogeneous nucle-
ation scenarios. Finally, to construct the TTT‐curves we used 
Equations 1 and 2 with published data on crystal nucleation 
and growth rates. Then, the critical cooling rates for the anor-
thite and fresnoite glasses were calculated using Equation 3.

4.3 | Computing the critical cooling rates
Due to the scarcity of experimental Rc data, we calculated 
the critical cooling rates considering heterogeneous surface 
nucleation to test the validity of the proposed parameters. 
For this calculation, we considered an average of NS = 103 
sites/m2 and XS = 10−2. The nose temperature was taken as 
the temperature of maximum growth rate, Tmax, after apply-
ing the H‐B correction53 for the increased temperature—due 
to liberation of latent heat—at the growth front. However, 
for the nonstoichiometric glasses we used the reported Tmax 
without the H‐B correction, as the lack data on the entropy 
of fusion impedes the calculation. Luckily, however, as 
these growth rates are small, the correction would not be 
greater than 2  K. We then assumed a N distribution for 
each variable (excluding XS), considering a standard devia-
tion of 2% around the reported values of Tmax, U(Tmax), TL, 
and a standard deviation of ±1 in log(NS). We used these 
distributions to draw a value for each variable, generating 
a dataset that we used to compute the Rc. Each new dataset 
had its own value of Rc. We repeated this numerical proce-
dure 100 000 times to obtain a distribution of critical cool-
ing rates for each glass. We then used the median of this 
distribution, and the values at 5th and 95th percentile as the 
bottom and upper limits of Rc in the plots. This procedure 

(11)GFA∝

�
(

0.94TL

)

T2
L

.

(12)GFA∝

�(TL)

T2
L

.
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was chosen to evaluate the uncertainty in Rc. This analysis 
was necessary to calculate with confidence the error propa-
gation in this complex problem, for which the use of a sim-
ple error propagation method would not suffice.

4.4 | Calculating the parameters based 
on viscosity
We used a similar approach as presented in the previ-
ous Subsection to calculate the parameters proposed in 
Equations 11 and 12 with the respective uncertainty. Each 
drawn dataset contained a value of TL, with this value and 
the VFT (Vogel‐Fulcher‐Tammann) equations75‒77 for 
each glass, we computed the values of η(0.94TL)/T2

L
 and 

η(TL)/T2
L
 (Jezica). By doing this for all the 100 000 gener-

ated datasets, we obtained a distribution of the parameters. 
The median and the values at 5th and 95th percentile of this 
distribution were used as the central, bottom and the upper 
limit in the plot, respectively.

4.5 | Statistical analysis
To verify the validity of the mother parameter (Equation 8), 
we used a statistical hypothesis test to evaluate if the logarithm 
of the experimental critical cooling rate and the logarithm of 
this first proposed parameter were linearly correlated.

Regarding the derived daughter parameters (Equations 
11 and 12), we used two statistical hypothesis tests: one 
to check if there is a monotonic relation between these 
parameters and the calculated critical cooling rates; and 
other to check if there is a linear correlation between the 
logarithm of the parameters and the logarithm of the crit-
ical cooling rate. The first was done by computing the 
Spearman coefficient between the parameters and Rc for 

each generated dataset in Section 4.2. The second was 
done by computing the Pearson correlation coefficient be-
tween the logarithm of the parameters and the logarithm 
of Rc for each generate dataset in Section 4.2. In doing so, 
we obtained a distribution of the Spearman and Pearson 
coefficient.

All tests were conducted with a significance level of 95%, 
which means that we cannot reject the alternate hypothesis 
(linear correlation between the variables) if the P‐value of the 
test is less than 0.05.

5 |  RESULTS AND DISCUSSION

5.1 | TTT curves for homogeneous and 
heterogeneous nucleation
Figure 3 shows the TTT‐curves of two glass‐forming melts 
whose internal (homogeneous) nucleation rates differ by 
15 orders of magnitude. Anorthite glass shows a maximum 
nucleation rate of approximately 102 m−3 s−1, whereas fres-
noite has a maximum of 1017 m−3 s−1

. Even for a small den-
sity of surface nucleation sites, the nose of the TTT curves 
for heterogeneous surface nucleation leads to shorter times 
compared to the nose of the homogeneous nucleation TTT 
curves. The equivalent NS for a heterogeneous TTT curve 
to exhibit the same Rc as the homogeneous case would be 
around 10−2 and 10−1 sites per m2 for anorthite and fresnoite 
glasses, respectively.

This difference between the two nucleation cases is be-
cause heterogeneous nucleation takes place on pre‐existing 
active sites that are available for crystal growth at all tempera-
tures below TL, including Tmax where the crystal growth rates 
are the highest. This analysis reinforces our approach of using 
a heterogeneous TTT‐curve to determine the critical cooling 

F I G U R E  3  Temperature vs time 
in log scale: TTT curves for anorthite 
(CaO·Al2O3·2SiO2) (left), and fresnoite 
(2BaO·TiO2·2SiO2) (right) considering XS 
and XV = 10−2. Homogeneous nucleation 
(—). Heterogeneous surface nucleation 
for (‐ ‐ ‐) NS = 105 and (·····) NS = 101. 
Although the nose times seem to be close to 
each other, we stress that the time scale is 
logarithmic
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rates of oxide glasses because: (a) it is well‐known that most 
glass‐formers do not show measurable homogeneous nucle-
ation; (b) even for fresnoite, the oxide glass‐former showing 
the highest homogeneous nucleation rates known, hetero-
geneous nucleation seem to dominate the Rc. However, we 
emphasize that this scenario could change for materials hav-
ing extremely high homogeneous nucleation rates, such as 
LJ (Lennard‐Jones) liquids, pure metals, water, ionic liquids, 
and some metallic alloys (I(Tmax) ~ 1030 m−3 s−1)78.

5.2 | Testing the mother parameter, 
GFA ∝ [U(Tmax)·TL]−1

Figure 4 shows a test of Equation 8, that is, the parameter 
[U(Tmax)·TL] vs measured critical cooling rates. All seven 
data points20,25 refer to binary silicate glasses, where LS2, 
NS2 and KS2 are stoichiometric, and LS3 and NS3 are non-
stoichiometric. One can see that the Rc reported by differ-
ent authors differ considerably. The Rc of the NS2 glass, for 
example, differs more than one order of magnitude, show-
ing evidence of the difficulties in measuring this property. 
In any case, these data are very useful to illustrate the typical 
uncertainties.

Despite the scarcity of experimental data for Rc, Figure 4 
indicates a linear correlation between Rc and the [U(Tmax)·TL] 
parameter. To confirm our assumption, a linear regression 

with a unity slope would have to adjust the data points. The 
small P‐value of 4  x  10−3 indeed indicates that we cannot 
reject the assumption that Rc is proportional to [U(Tmax)·TL], 
with good statistical confidence. The intercept of the trend 
line is −1.6 ± 0.1, which relates to an average density of sur-
face sites of 100‐103 per m2 for XS of 10−6‐10−2 (Equations 3 
and 6). This value of NS indeed refers to the density of sites 
reported for fractured or polished surfaces.43

5.3 | Discussion about the growth 
models and �

(

0.94T
L

)

∕T
2

L

Due to the lack of experimental values for the maximum 
growth rates (U(Tmax)) for most glasses, we used the SD 
crystal growth model to derive the parameter �

(

0.94TL

)

∕T2
L
 

to infer GFA. Here, we analyze how sensitive our calcula-
tions are to the specific crystal growth mechanism control-
ling crystallization in each glass. In Figure 5, we analyze 
the �

(

0.94TL

)

∕T2
L
 parameter for stoichiometric glasses for 

which enough crystal growth rate data are available to enable 
inferences about the effect of the crystal growth model. The 
growth models assigned to each glass are identified in the 
plot. We emphasize that it is difficult to distinguish between 
the 2D and SD mechanisms because, in many situations, both 
models fit the experimental growth rate data reasonably well. 
The data points identified with the SD mechanism in Figure 
5 were assigned to this model because they showed a some-
what better fit, but these results are still up for debate.50,62,71

F I G U R E  4  The mother parameter [U(Tmax)·TL] vs critical 
cooling rates, Rc, determined by the continuous cooling method. 
Experimental Rc data for LS2: Li2O·2SiO2, LS3: Li2O·3SiO2, NS2: 
Na2O·2SiO2, NS3: Na2O·3SiO2, KS2: K2O·2SiO2. The vertical error 
bars were calculated with the following typical errors: 5K in TL 
and 10% in U(Tmax). The errors in the experimental Rc (horizontal 
axis) were not informed in the literature, however they can easily 
reach 1 o.m., as shown for NS2

F I G U R E  5  �
(

0.94T
L

)

∕T
2

L
 vs Rc calculated by the TTT nose 

method considering heterogeneous surface nucleation with XS = 10−2, 
NS = 103 and corrected U(Tmax) temperature. The range indicates 
the predicted region for glasses showing the N growth mechanism. 
Round points: N growth; square points: SD growth; triangular 
points: data best fit with the 2D model
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For the N growth to prevail, the entropy of fusion must 
be inferior to 2R (ΔSm < 2R),79 therefore, in our study, this 
mechanism only dominates for SiO2 and GeO2 glasses. The 
most frequent growth model, SD, differs from N growth 
only by the factor f, which is the fraction of sites available 
on the crystal surface for atomic attachment during crystal 
growth. At 0.94TL, f  ~  10−2, meaning that U(Tmax) is ex-
pected to be a hundred times smaller for glasses that have 
similar viscosity curves showing the SD growth mechanism 
compared to those that show N growth. On the other hand, 
substances that fit the N growth mechanism show a smaller 
entropy of fusion than those showing SD or 2D. Table S3 
shows that the 1 − exp(ΔG/RT) factor for these two glasses 
is about one order of magnitude smaller than for the other 
glasses, which would lead to a lower Rc. If we consider only 
these two aspects, glasses showing the N growth mech-
anism should exhibit an Rc about one order of magnitude 
greater than those undergoing the SD growth mechanism. 
In the plot, glasses showing N growth are, in fact, in a re-
gion with higher critical cooling rates, but systems assigned 
to SD growth mechanism are distributed in a wider region, 
differing one or more orders of magnitude from the glasses 
showing N growth. This happens because we neglected the 
jump distance λ in our assumptions, and it can have different 
values for those glasses.

Regarding the 2D growth model, besides the influence 
of the jump distance, the calculated crystal growth rates can 
vary considerably between glass‐forming melts due to the 
strong dependence on the crystal‐melt interfacial energy. 
Within the glass‐forming systems used in this work, litera-
ture results and our own analysis (not shown here) suggest 
that the growth rates of SB2, BB2, BB4, LB2, PS2, PS, and 
B2TS2 could also fit the 2D model.50,52,62,65,72 Figure 5 shows 
that the data referring to these glasses are also scattered over 
a relatively wide region. It is impossible, therefore, to assign 
a distinct region for SD and 2D models.

Furthermore, one should be aware that all these crystal 
growth models rely on several assumptions, including the hy-
pothesis that only one mechanism dominates the growth rates 
in the entire temperature range. It is important to dwell on 
the specifics of the crystal growth models to understand the 
inaccuracy of the proposed parameter, which was predicted 
for the SD growth mechanism neglecting the effect of λ. 
However, as we will show in the next section, the relationship 
between GFA and the new parameter is quite reasonable for 
the experimental data explored here, regardless of the crystal 
growth mechanism that governs the process.

5.4 | Testing the Jezica parameter
Figure 6 shows a test of the Jezica parameter, Equation 12. 
The overall dataset includes 20 stoichiometric and 13 non-
stoichiometric glasses. As a complementary test, we added 35 

glasses for which the Rc were experimentally determined (by 
different authors, using distinct methods) and the viscosities 
and liquidus temperatures are known. Finally, we also added 
an extremely poor oxide glass former, Al2O3, for which the 
viscosity and liquidus temperature are known.80,81 The Rc for 
Al2O3 is not known for the conditions we considered (NS = 103 
and XS = 10−2), therefore we added the calculated Jezica value 
over the expected trend line. Since alumina is a pure oxide, the 
internal nucleation rates could be very high, hence the critical 
cooling rate is likely greater than the value predicted by the 
Jezica (that only takes surface crystallization into account). 
The Al2O3 datapoint was inserted just to give a reference of a 
possible lower limit for Jezica.

The data scatter is significant, however we have already 
shown that this wide variation is usual in Rc data, since the 
data originated from different laboratories, and they used dif-
ferent conditions to determine the Rc. The proposed param-
eter, however, indeed shows a clear visual correlation with 
the calculated Rc over a range of approximately 8 orders of 
magnitude. Besides, the experimental data agree reasonably 
well with the calculated set.

To evaluate if the relation between the variables is mono-
tonic and also linear we used the (a) Spearman's coefficient 
and (b) Pearson coefficient, and two hypothesis tests, where 
the null hypotheses (H0) were (a) inexistence of monotonicity 
and (b) inexistence of linearity. To reject H0, the P‐value must 
be less than 0.05. The monotonicity was evaluated between 
Rc and Jezica and the linearity was evaluated between the 
log(Rc) and log(Jezica) (Equation 12). Both analysis included 

F I G U R E  6  Test of the Jezica. �
(

T
L

)

∕T
2

L
 vs Rc in Log scale to 

cover 8 o.m. (■) Stoichiometric glasses and (●) Nonstoichiometric 
glasses, both with calculated Rc; (▲) Experimental Rc data; 
(○) Al2O3 = calculated Jezica. The continuous line represents the 
expected slope (−1) for the linear regression between log[�

(

T
L

)

∕T
2

L
] 

and log(Rc)
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the 33 compositions which we were able to calculate Rc. If 
the predicted relation GFA ∝ 1/Rc is correct, the fitted slope 
in the linear regression should be −1. Figure 7 shows the fre-
quency histograms of the Spearman's coefficient and P‐value 
for the monotonicity test; the linear regression coefficient 
(Pearson's coefficient), the P‐value for the linearity test and 
the slope of the linear regression.

The Spearman coefficient in Figure 7A shows a higher 
frequency around −0.80 and that the P‐value (Figure 7B) for 
the monotonicity test is below 0.05, with higher frequency 
P  ~  10−10, meaning we cannot reject the hypothesis of a 
monotonic relationship between the Rc and Jezica. These re-
sults endorse the existence of a relationship between these 
variables without applying the log scale.

Figures 7C‐E show the histograms for the statistical 
parameters of linearity for the log(Rc) vs log(Jezica). The 
Pearson coefficient and the P‐value show a distribution 
around −0.87 and ~  10−10, respectively, meaning that we 
cannot reject the assumption that the critical cooling rate 
is indeed correlated with the Jezica parameter. The slope 
of the linear regression is −0.92, which is close to the ex-
pected value of −1.00 with the assumptions made in Section 

3. The analysis of the �
(

0.94TL

)

∕T2
L
 parameter (Figure S1) 

returned a similar correlation coefficient, with a slope of 
−0.95. Since the Jezica parameter is an approximation, it 
was indeed expected that the �

(

0.94TL

)

∕T2
L
 returned a slope 

closer to the predicted value.
In summary, the mother parameter (Equation 8), can be 

used to estimate the GFA if one can access U(Tmax), be-
cause it has fewer assumptions than the derived parameters, 
Equations 11 and 12. However, if U(Tmax) is not available—
which is often the case—the �

(

0.94TL

)

∕T2
L
 parameter is 

slightly more precise, but our results show that the approxi-
mation �

(

TL

)

∕T2
L
 (Jezica) can be equally used with great ad-

vantage of being more easily determined, even for extremely 
reluctant glass‐forming melts that cannot be cooled below TL.

Figure 6 provides a tool to correlate the Jezica with the 
Rc, and to distinguish liquids of widely distinct vitrification 
ability, as shown in Table 1.

It is relevant to estimate the upper and lower limits of 
the Jezica. The maximum TL reported is Hafnium Carbide's 
(HfC)  =  4232  K.82,83 If we consider a lower limit for the 
viscosity at TL as 10−3 Pa s, then the lowest possible value of 
Log(Jezica) would be around −11. For an oxide, the maximum 

F I G U R E  7  Frequency histograms of the: (A) Spearman coefficient and (B) P‐value of the test of hypothesis of monotonicity; and (C) 
Pearson coefficient, (D) P‐value of the test of hypothesis and (E) slope of the linear regression for the variables x = log(Rc) and y = log[�(T

L
)∕T

2

L
]

(A) (B)

(E)(D)(C)
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TL is for ThO2 = 3363 K, for which Log(Jezica) = −10. In 
fact, the region below the minimum value (−8) probed in this 
work includes substances that exhibit other crystal growth 
mechanisms; for example, the ultrafast crystal growth re-
ported for some pure metals,84 and also substances with ex-
tremely high internal nucleation rates, for which the Jezica 
may not work.

Regarding the upper bound, albite glass shows the highest 
value, Log(Jezica) is approximately 0.5, and is probably close 
to the maximum. Therefore, the Jezica spans about 12 orders 
of magnitude, from extremely good glass‐formers to incredi-
bly reluctant: +1 < Log(Jezica) < −11 (Jezica in SI units). In 
this article, we covered materials within the range +1 to −8.

The Jezica parameter is based only on a thermodynamic 
and a kinetic property, TL and η, respectively, both of them 
implicitly carrying chemical and structural information of 
each material. This parameter bears a very important feature; 
it is not necessary to make a glass to measure the viscosity 
of the liquid and the respective liquidus temperature. Jezica 
corroborates the widespread empirical concept within the 
materials science community that substances having high 
viscosity at the liquidus and low liquidus (e.g., eutectics) 
can be easily vitrified. We hope that the success of this new 
parameter to describe the GFA of oxide compositions moti-
vates further tests and research on the vitrification capacity 
of chalcogenide, metallic, and organic liquids to explore its 
possible generalization. Of special relevance would be the 
use of Machine Learning techniques85 to predict the GFA of 
novel, yet unknown, materials using this parameter because 
both viscosity and liquidus temperatures are, in principle, 
calculable from the chemical composition.

6 |  CONCLUSIONS

We derived and successfully tested new parameters that are 
able to predict the GFA of oxide liquids. The mother param-
eter, GFA ∝ [U(Tmax) × TL]−1, strongly correlates with the 
experimentally determined critical cooling rates of oxide 
glass formers. However, (scarce) crystal growth rate data are 
necessary to use this parameter.

A simplified parameter that combines a kinetic and 
a thermodynamic property, GFA  ∝  �

(

TL

)

∕T2
L
, does 

not need crystal growth data and works equally well. It 
shows a robust correlation with the critical cooling rates 
of several oxide glass‐formers spaning several orders of 
magnitude. This parameter was derived and works when 
heterogenous nucleation prevails over homogenous nucle-
ation, which is often the case. It bears a very attractive 
feature; it is not necessary to make a glass to measure the 
viscosity of the liquid and the respective liquidus tem-
perature. Finally, this new GFA predictor corroborates the 
widespread concept that substances having high viscosity 
at the liquidus and a low TL are easily vitrified, provid-
ing a powerful predictive tool for the quest and design of 
novel oxide glasses.
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